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AI applications in health care are prone to biases that could perpetuate health 

disparities. In this paper we study the ways in which AI may maintain, perpetuate, or 

worsen inequitable outcomes in health care. We review current approaches to 

evaluating and mitigating biased AI and potential applications of AI to address health 

equities. Finally, we discuss current incentives for equitable AI and potential changes in 

the regulation and policy space. As AI becomes increasingly embedded in the daily 

operations of health care systems, it is imperative that we understand its risks and 

evaluate its impact on health equity.  

Introduction 

Data has always been central to medicine, and practitioners have been using prediction models since 

before the 1990s (Gail et al. 1989; Kononenko 2001). However, the digitization of health records and 

claims data in the early 2000s greatly increased access to and use of health care data, spurring new 

investment in prediction tools for the health care industry. Artificial Intelligence (AI) algorithms, which 
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include the subfields of machine learning and deep learning, use large datasets to make predictions, and 

have been developed for insurers, hospitals, and physician groups to assist with decisions about patient 

care, resource staffing, diagnosing conditions, and more. While the authors were unable to find precise 

evidence on the full extent of AI diffusion in the health care sector today, we know that the FDA has 

approved over 500 AI-enabled devices as of 2023, and that AI models for predicting medication 

adherence, disease onset, and hospitalizations have been developed for insurers and population health 

management groups (Gervassi et al. 2022).  

Unequal Treatment at 20 

This work is part of a series of publications that commemorates the 20th anniversary of the 2003 
Institute of Medicine report, Unequal Treatment: Confronting Racial and Ethnic Disparities in Health 
Care. This report found that people of color received lower-quality health care than white patients, 
even when access-related factors were held constant. Two decades later, we still observe the same 
inequities, which has motivated thought leaders to imagine how to redesign the health care system so it 
works equitably. 

The Institute of Medicine published Unequal Treatment: Confronting Racial and Ethnic Disparities in 

Health Care in 2003 (Institute of Medicine 2003). The report contains no mention of AI or machine 

learning. It was not that AI did not exist at that time—IBM’s AI algorithm Deep Blue beat the best chess 

player in the world that same year—but the authors and many others at the time were unaware of the 

role it would play in health care 20 years later. It was not until 2016, when ProPublica published an 

article showing that a common risk assessment tool used in bail decisions was more likely to wrongly 

flag Black defendants as high risk for reoffending, that the research community recognized the 

immediacy of the issue (O’Neil 2016).1 Since then, there have been an overwhelming number of 

examples across health care settings and clinical areas warning that AI could perpetuate or widen 

disparities in health (AHRQ 2022). With the advent of ChatGPT and other generative AI models poised 

to become embedded in company and individual workflows, evaluating the impact of AI on health equity 

is as pressing as ever.2  

In this paper, we explain the relationship between AI and health equity—in particular, the ways in 

which AI may maintain, perpetuate, or worsen inequitable outcomes in health. We discuss current 

approaches to understanding and addressing this issue. Our focus is on AI applications in health care; 

however, many of the concepts and solutions presented are applicable to a broader set of algorithms 

used in health care, including rule-based clinical decision support systems, which we also discuss. We 

further review examples of AI applications that could be built to address health equity. Finally, we 

discuss existing and possible incentives for equitable AI.  
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BOX 1 

Definitions 

Artificial Intelligence 

The combination of computer science and robust datasets (e.g., structured data, images, text) to enable 
problem-solving by developing algorithms which seek to create expert systems that make predictions or 
classifications based on input data. In health care, AI is often used to analyze medical images or free text 
to automate clinical tasks such as diagnosis, triage, note-taking, and even communication. 

Machine Learning 

A branch of AI and computer science that focuses on the use of data and algorithms to imitate the way 
that humans learn, gradually improving its accuracy. In health care, machine learning is often used to 
predict the likelihood of a health event or condition. 

Sources: “What is Artificial Intelligence (AI)?” IBM. Accessed July 27, 2023. https://www.ibm.com/topics/artificial-intelligence; 

“What is Machine Learning?” IBM. Accessed July 27, 2023. https://www.ibm.com/topics/machine-learning?lnk=fle.  

AI and Health Equity  

AI has a wide range of applications in health care, including medical image analysis, virtual assistants, 

clinical decision support, predictive analytics, remote patient-monitoring, and health communication. 

Even AI applications that don’t directly impact medical decisionmaking can affect health care use. For 

example, AI algorithms are used to optimize appointment schedules in doctors’ offices. The potential 

impact of these applications on health outcomes is significant: a patient who never gets to the doctor’s 

office loses an opportunity for diagnosis and treatment. In the office, AI-generated information could 

change a doctor’s decision about a course of treatment, influence which patients an insurer approves for 

additional services or expensive treatments, or affect appointment wait times.  

Given AI’s potential influence on patient care, it is important to evaluate the quality of predictions 

generated by AI. We consider two common problem areas in AI applications that could perpetuate or 

worsen heath disparities: (1) failure to generalize and (2) incorrect or inadequate prediction targets. We 

highlight, using several examples, the consequences these errors have for health equity. We define 

health equity as the state in which everyone has the opportunity to attain their best possible health.3 

Equitable AI, therefore, is AI that moves us toward, rather than away from, that state, either by 

incorporating health equity principles when building and deploying AI applications, or by developing AI 

applications that target health equity directly.  

When Predictions Don’t Generalize 

AI algorithms learn from existing data in order to make new predictions. In health care, many AI 

algorithms are trained on convenient samples of data collected for purposes outside of the prediction 

problem. When AI algorithms make predictions on populations that differ from the training data, the 

https://www.ibm.com/topics/artificial-intelligence
https://www.ibm.com/topics/machine-learning?lnk=fle
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predictive performance of the AI algorithm can decrease. Take, for example, AI for melanoma diagnosis: 

on its surface, this is an area well suited for AI, since pictures of melanoma can be analyzed for cancer 

risk. Many researchers rely on large skin-image repositories to train their AI algorithms; however, some 

of these databases primarily collect images from fair-skinned populations in the United States, Europe, 

and Australia. Research has shown that AI trained on these data performed worse on dark-skinned 

populations (Adamson and Smith 2018). Including more training data for darker-skinned populations 

improved the prediction quality for dark-skinned populations. However, generalizability is not just a 

question of assessing who is in the dataset, but of understanding how the AI application will be used, 

and whether predictions built using the training data will translate to these other settings. For example, 

skin-image data used to train AI predictions may be collected in dermatologists’ offices, among patients 

who have access to this type of specialist care, but the AI application could be deployed widely (on, for 

example, a smartphone) to users who do not have similar access to specialty care and for whom the 

training dataset may not generalize. 

The inability to generalize predictions often results in exacerbating health inequities, since the 

populations excluded or underrepresented in training data are those that have been historically 

excluded or disadvantaged. The lack of diversity in clinical trials is well documented, and many historical 

medical studies that inform clinical practice today predominately included white men (Dresser 1992). 

Furthermore, because of extensive barriers to accessing health care data, AI researchers often train AI 

models on a select few public databases (Johnson et al. 2016). These data are often collecting from 

single sites, and AI algorithms are at risk of reduced predictive performance when used at other sites 

(Röösli, Bozkurt, and Hernandez-Boussard 2022; Song et al. 2020). Even large national datasets like 

health claims data only collect data on beneficiaries using the health care system, meaning that 

populations without access, or with less access, are likely underrepresented in data compared to other 

groups.  

While data being representative is important to improve the predictive performance of AI 

algorithms, it could also help increase clinician and patient trust in AI tools (Bibbins-Domingo Helman, 

and Dzau 2022; Schwartz et al. 2023). Research has found that diversity in clinical trials increased 

physician willingness to prescribe drugs, and patient trust in their efficacy, which could reduce 

disparities in prescribing rates and increase trust in the medical system (Alsan et al. 2022). A parallel 

argument could be made for AI: diversity in AI training data is not just a means to improve predictive 

performance but a necessary step to increase trust in AI.  

Incorrect or Inadequate Prediction Targets  

Prediction targets are the measures AI algorithms are trained to predict. Common prediction targets 

include the presence of a condition and the occurrence of an adverse event like rehospitalization. The 

use of mismeasured or proxy outcomes in AI can reinforce disparities in care if those outcomes are 

themselves influenced by factors driven by structural racism and inequities (Mullainathan and 

Obermeyer 2021).  
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Take, for example, the common practice of using health insurance claims data to measure the 

presence or absence of a condition like diabetes or heart disease. An individual is marked as having the 

condition if they have a claim with diagnosis codes for that condition within a specified time window. 

This means that observing heart disease or diabetes is conditional on the patient visiting the doctor and 

the doctor recording the diagnosis codes on the claims. Patients with less access to care or facing 

provider bias will be, on average, underdiagnosed.  

There are many AI applications that use this type of data to predict the presence of a condition. For 

example, several AI-based chest X-ray prediction models use public radiology datasets with recorded 

diagnosis of a condition or event. One study evaluated these AI algorithms and found that female 

patients, Black patients, Hispanic patients, and patients with lower socioeconomic status (with Medicaid 

insurance) were more likely to be incorrectly predicted as not having a condition or event by the AI 

algorithm compared to other patients (Seyyed-Kalantari et al. 2021). Because underserved patients 

don’t go to the doctor’s office, they are less likely to have a chronic condition recorded on a health care 

claim and are therefore not identified in AI algorithms using this as a prediction target. The AI algorithm 

predicted the presence of the chronic condition on the claim, not the existence of the condition itself.  

In the previous example, the correct prediction target had been selected—the occurrence of a 

condition—but it was mismeasured in the data used to train the AI algorithm. In other problems, the 

prediction target is not measurable. In such situations, one commonly selects a “proxy” target in place of 

the actual target of interest. Proxy targets are measured variables correlated with the target of interest. 

The use of proxy variables is very common in health care as well as in other fields, such as employment 

and housing, where targets like “ability” or “good tenant” are not measurable.  

As an example, population health management models are frequently used by private health 

insurers to allocate care management services. The goal of these models is to predict patients who 

would benefit from more care management services, but because improvement in health is difficult to 

measure, health insurers use a proxy outcome. A common proxy outcome is annual health care costs. 

One study found that a population health management algorithm proxying health care need with costs 

allocated more care to white patients than to Black patients conditional on health needs (Obermeyer et 

al. 2019). Because the proxy target was correlated with access to and use of health care services, it 

identified frequent users of health care services, who were less likely to be Black patients given current 

inequities in health care access (Manuel 2018).  

Similar issues occur for predictors (the variables used to predict the target), which might cause 

some variables to have differential power for different groups of patients. For example, family health 

history is a common risk factor for many cancers. As a result, it is used to determine the timing and 

frequency of preventive services and as an input in many risk models. However, family history has been 

found to be more likely mismeasured for Black patients relative to white patients (Chavez-Yenter et al. 

2022; Andoh 2023). Therefore, predictions relying on family history will not work as well for Black 

patients, unless other risk predictors are able to make up for this loss of information.  
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Evaluation  

For many, AI represents a black box that produces remarkable and sometimes frightening results. The 

challenges in understanding what AI is and how it works should not prevent physicians, clinicians, health 

systems, researchers, patients, and other stakeholders from evaluating it with the same rigor and 

precision as we do any other treatment, software, or tool in medicine.  

How do we determine whether AI is equitable or not? Ideally, we would estimate the causal impact 

of the introduction of an AI algorithm on equity (Kasy and Abebe 2021). Identifying the causal impact 

would require either a randomized controlled trial or quasi-experimental methods and data on the 

intervention. We would need data on those treated (i.e., units exposed to AI), those not treated (i.e., 

units not exposed to AI), group identifiers, empirical measures of equity, and any confounders (Groos et 

al. 2018). These analyses require large investments to collect and measure data and long study time 

horizons to observe outcomes. There has been little empirical work in this vein, likely due to financial 

and operational constraints as well as challenges regarding data access.  

Instead, research has focused on evaluations using more readily available data; typically, data 

collected predeployment or at the point of deployment. These analyses primarily focus on (1) the 

difference in predictive performance of an AI algorithm for different groups, and/or (2) the difference in 

AI-suggested allocation of care or services for different groups. Differences in performance or 

allocation across groups are quantitatively assessed using a set of measures, commonly referred to as 

fairness measures (Barocas, Hardt, and Narayanan 2019; Verma and Rubin 2018). Fairness measures 

often conflict with each other. For example, in the study on the population health management risk 

predictor (Obermeyer et al. 2019), the algorithm was very good at predicting health care costs, and 

fairness measures based on predictive performance would have found the algorithm fair: it was able to 

predict health care costs equally well for both Black and white patients. It wasn’t until the researchers 

considered how services were allocated that they noticed that more white patients were being referred 

than Black patients given the same measured level of sickness. Because the prediction target was 

biased, fairness measures based on predictive performance were unable to detect any problems. Which 

fairness measures to prioritize will depend on the clinical settings and goals of the developer and/or 

policymaker and, in general, it is best to use a suite of measures.4 

The focus on measurement in this space may feel familiar to the field of health care quality 

measurement.5 Health care quality, like fairness, is hard to measure and define. To try to piece together 

a picture of health care quality more broadly, many different quality measures are used to capture not 

only what a provider does to maintain or improve health but also health outcomes themselves. Health 

care quality measures have become a central component of alternative payment models and other 

policy initiatives to date. They are viewed as a necessary but imperfect means to assess quality: 

measures are correlated with health care quality, but they can induce a “teach to the test” mentality, 

and it is hard to attribute quality differences to organizations rather than to differences in the health of 

the patients they serve. We can view fairness measures for AI with a similar lens. Measurement creates 

a clearer picture of equitable AI, but it would be misguided to over-rely on select metrics and lose sight 
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of the outcome we care about most: more equitable health. It is also difficult to estimate the effect of AI 

on health disparities through observation alone.  

Defining Groups  

A pressing challenge in the evaluation of AI is the lack of group data needed to evaluate whether an AI 

algorithm is equitable or not (Lu et al. 2022). These data are used to define and identify groups that 

experience systemic discrimination in health care. Race/ethnicity/language data (commonly referred to 

as REL data) and other group identifiers are not always collected or not collected with the same quality 

as other variables in health care data.6 Without a means to measure groups, there is no way to evaluate 

the impact of AI on that group. What’s more, there is the question of how to define groups. The federal 

government as well as many states have put forth new standards on the measurement and definition of 

REL data (SHADAC 2022).7 Many are calling for more granular race and ethnicity categories, since 

coarse racial-ethnic group definitions commonly used in research fail to measure differences within 

groups (Movva et al. 2023). Measures of intersectionality or finer groups can provide more information 

but also raise statistical challenges (Ghasemi et al. 2021; Spielman, Folch, and Nagle 2014). In general, 

efforts to disaggregate race and ethnicity data have been met with support and a necessary amount of 

caution.8  

Building More-Equitable AI 

There are numerous resources available to help incorporate health equity principles into the AI 

workflow (Chen et al. 2021; Diakopoulos et al. n.d.; Nelson et al. 2020; Obermeyer et al. 2021; Rajkomar 

et al. 2018; Wang et al. 2022). One example is the bias evaluation checklist developed by Wang and 

colleagues that helps one classify the risk (low, medium, high) of specific sources of bias that might occur 

in the process of developing and deploying an algorithm (Wang et al. 2022). To best anticipate potential 

risks, it is important to have contextual knowledge about inequities that exist in the given prediction 

setting. There are also a number of technical solutions that have been proposed to reduce issues of bias 

(Huang et al. 2022). These solutions can be bucketed into categories based on where they are addressed 

in AI development (i.e., problem selection, data collection, defining the prediction target, algorithm 

development, and post-deployment). Most of the solutions that have been presented to date focus on 

outcome definition and algorithmic development, in part because these solutions can be addressed 

immediately at the point of AI development. Other solutions, such as collecting more—and better—data 

require time and financial investments. More evidence on how these strategies impact the design of AI 

and improve health equity is needed.  

Governance  

Operationalizing algorithmic bias solutions requires coordination across multiple stages of 

development and the work of many teams. What’s more, evaluation and monitoring practices are 

ongoing: data shift, model degradation, and changes in user behavior can affect the fidelity of AI output 

over time (Subbaswamy and Saria 2020). Such efforts require organizational oversight and buy-in 
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(McCradden et al. 2020). Researchers have published internal auditing frameworks for organizations to 

use (Raji et al. 2020). For hospitals that already have governance structures in place, expanding 

processes to incorporate AI applications might be a natural extension: pioneers in this space have 

shared plans for AI oversight (Bedoya et al. 2022). The ability and interest of organizations to establish 

such processes remains to be seen. 

Can AI Self-Correct? 

Could health care AI be trained to recognize its own inequities and self-correct? AI alignment is a 

subfield in AI research that addresses whether and how to incorporate human preferences and ethical 

goals in the development of AI. Ethical preferences must be computed empirically and incorporated into 

AI algorithm objectives. However, we’ve discussed how fairness measures that encode these values can 

contradict each other. While a monitoring system could be set up to warn of changes in metrics or data 

shift, a human is still required to specify priorities. Priorities could be set by AI developers or regulated 

by policy, but in the end, human intervention will always be needed to imbue AI with equitable 

principles.  

Race as a Predictor 

In prediction problems, one is typically taught to include any variable that has predictive power. Race 

and ethnicity are commonly correlated with clinical outcomes and can be accurately predicted from 

most datasets. Therefore, they have historically been included as clinical risk predictors. However, a re-

examination is underway regarding the use of patient racial and ethnic information in AI and other 

algorithms, out of concern that their inclusion in risk prediction models might increase health disparities 

(Vyas, Eisenstein, and Jones 2020).  

The interpretation of race as a variable in a prediction model is often not clearly articulated. This 

has led to harmful misinterpretations of race differences as biological in origin in many medical models 

(Cerdeña, Plaisime, and Tsai 2020). As an alternative to these “race-based” medical models, race-

conscious medicine explicitly defines race as a sociological and power construct (Cerdeña, Plaisime, and 

Tsai 2020). This focuses research on the effects of structural racism and reduces health inequities. 

Differences in predicted risk by race group reflect health disparities resulting from the deleterious 

effect of racism on health (Bailey et al. 2017; Borrell et al. 2021). Structural racism has been shown to be 

a key determinant of health disparities; for example, segregated housing has led to a higher risk of 

asthma (Bailey et al. 2017). Race, then, is a proxy for health disparities and the effects of structural 

racism.  

If this is the case, then we could try to find better predictors than race to account for disparities in 

health due to racism and other social determinants of health. As an example, consider the recent update 

to calculating estimated glomerular filtration rate (eGFR) used to assess kidney functioning. Previously, 

the algorithm used a race-based adjustment to inflate eGFR estimates for Black patients; however, the 

removal of race from eGFR calculations underestimated eGFR in Black patients. Neither of these 

solutions is desired: one leads to potential underuse of treatment and the other to overuse. However, 
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researchers found that including cystatin C in the estimation of GFR removed differences in predictive 

accuracy by race (Williams et al. 2021). In other settings, the physiological risk factors or other clinical 

measures that explain risk differences between race groups might not always be identified or available 

for prediction, in which case researchers could try to measure the source of the health disparity directly: 

for example, if researchers believe that unobserved differences in health risks are a result of structural 

racism, then this could be incorporated into the risk predictor. How to measure structural racism in 

health care data is an open question that a number of researchers are actively working on (Groos et al. 

2018; Hardeman et al. 2022). 

When new predictor variables explain risk differences, race is no longer predictive and drops out of 

the AI algorithm on its own accord. But in the situation where new variables are not available or 

measured, race can still be an effective means to measure differences in risk for patients and may be the 

only way to account for health disparities in prediction models (Manski 2022). Thus, race as a predictor 

can help predict key outcomes of interest and point researchers in productive directions to understand 

and measure the source of disparities.  

Research Applications 

How can AI be harnessed to improve health equity? AI has already played a positive role in promoting 

equity by providing researchers with new tools to explore and address biases that exist in the health 

care system today (Chen, Joshi, and Ghassemi 2020). For example, AI-built techniques to analyze image 

data allowed researchers to discover that current methods for diagnosing knee pain in MRIs failed to 

identify knee pain experienced by many Black patients (Pierson et al. 2021). This study identified 

differences in patient-reported knee pain versus clinician diagnosis of knee pain, and attributed a 

portion of these differences to information in the knee X-ray that was not considered by doctors during 

diagnosis. This research could impact clinical practice (i.e., how doctors read knee X-rays) and the set of 

patients identified with osteoporosis, which would have implications on health outcomes if it affected 

patient treatment decisions. Using AI to discover new information in medical image data might change 

the way these data are interpreted by medical professionals.  

This research suggests that there is more that could be learned from medical image data than what 

doctors are trained to look for. What’s more, AI can be used to tap into these data, which might be less 

biased than traditional data sources that reflect inequities in our health care system. For example, what 

if, instead of using claims data to identify levels of sickness, we used image and lab data while correcting 

for racial differences in access to these services? These data have proven to be very predictive of health 

events and conditions and might provide a truer signal to what we want to measure: health. For 

instance, ECGs are commonly used to predict heart failure. What other conditions might they also be 

able to predict? Would it be possible to use the ECG as input to a predictor instead of documented 

conditions, which might be poorly or unevenly documented in claims data? 

Image and lab data offer one opportunity for new, potentially less biased sources of data, but AI 

could also be used to collect data that is uncorrelated with access to health care settings. There are 
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many examples of applications like wearable or at-home monitoring devices that collect health data 

outside of the hospital or doctor’s office. Patient access to these devices might be limited, but 97 

percent of Americans own a cell phone, and 93 percent use the internet.9 One study showed that search 

data could be used to understand health information needs (Abebe et al. 2019). Patient advocacy 

forums and other online spaces could provide data on conditions, including common symptoms, that are 

not documented in the claims data today. These data could be vulnerable to their own biases and should 

be thoroughly evaluated before use, in addition to requiring data privacy safeguards.10  

AI can not only be used to analyze and collect new data but also to remove biases in existing data. 

Society has long recognized that humans make biased decisions. One solution has been to blind 

decisionmakers from the sources of information we don’t want them to use. For example, we blind 

journal reviewers from authors’ identities and orchestra judges from candidates’ looks. AI can be used 

as a tool for similar purposes. For example, AI methods have been developed to remove gender and 

racial differences in the documentation of clinical notes before they are used for prediction problems 

(Zhang et al. 2020). Other researchers found that AI algorithms could detect which lab site had 

produced images for biopsy (Howard et al. 2021). While this information might be valuable in some 

settings, for certain prediction problems it should be removed. These methods do not address biases 

that arise from differences in access to care—and therefore the presence or absence of a clinical note or 

a lab test—but focus on removing the predictive link between the data and a sensitive attribute such as 

race or gender conditional on the data having been collected. 

The use of AI for communication is another robust area of research (Butow and Hoque 2020). The 

ability of AI to interpret and analyze sound and text provides unique opportunities to recognize and 

identify cultural subtleties and nuances in communication with patients. Culture is a key factor in 

successful health communication for both medical decisionmaking and health promotion and has been 

identified as one strategy for reducing health disparities (Betsch et al. 2016; Kreuter and McClure 

2004). Leveraging AI to understand and therefore improve health communication could help patients 

become more active participants in their health and health care decisionmaking.  

Finally, AI can create data to explain the decisions of AI and humans alike (Singla et al. 2020). For 

example, by studying how AI-generated perturbations of data impact prediction results, we can learn 

more about what predictors are influencing the result (Chen, Joshi, and Ghassemi 2020). AI can also 

help form new hypotheses about human behavior (Ludwig and Mullainathan 2023). For example, 

researchers determined what specific features of a face affected bail decisions using AI-generated 

faces. These data hold facial features constant (e.g., skin color, gender representation, and aging) while 

varying one specific feature (e.g., thinness of face) to test for the effect of that feature on bail 

decisions.11 Analogous studies could be done in health care (Miller et al. 2019). Understanding the 

source of potential biases can help identify biased decisionmaking.  

Targeting Adoption 

Research shows that 20 percent of doctors in the US treat 80 percent of Black patients and that these 

doctors are more resource-constrained (Bach et al. 2004). We also know that there is high variation in 
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diagnostic skill and that mistakes are more likely to occur among low-skilled, low-resourced doctors. 

Thus, moving low-skilled doctors to higher skill levels presents an opportunity to improve the average 

quality of care received among Black patients. AI offers a chance to close that gap (Chan, Gentzkow, and 

Yu 2019). As an example, research has found that AI can be used to help physicians diagnose heart 

attack (Mullainathan and Obermeyer 2022). AI can not only improve skill level within specialties, but 

also provide specialist tools for primary care doctors. For example, the AI-enabled medical software 

IDx-DR helps primary care doctors identify patients at risk of eye retinopathy, a condition typically 

diagnosed only by eye care professionals (Grzybowski and Brona 2021). Medicare and other private 

insurers have started paying for IDx-DR and other similar types of AI products. Reimbursement will 

likely improve adoption, but to ensure the biggest impact, adoption could be incentivized in areas where 

it would be most beneficial, through grant funding or increased reimbursement rates in geographic 

areas that lack specialists or have low-quality care.  

Incentives for Equitable AI 

Twenty years ago, the Institute of Medicine documented many examples of racial and ethnic disparities 

in Unequal Treatment. Knowledge of disparity and the moral imperative for equity has not, to date, 

spurred noteworthy changes in the trajectories of these outcomes: we continue to observe large racial 

and ethnic disparities in access to care, access to quality care, and health outcomes. Why then should we 

expect that the knowledge of inequitable AI alone would spur action?  

What incentives exist to date for equitable AI? Equitable AI solutions take time and expertise: one 

study team found that an algorithmic audit on two hospital-based care models took 115 person-hours 

and 8–10 months to complete (Lu et al. 2022). Thus, from a business standpoint, the decision to invest in 

equitable AI solutions will depend on the private returns of equitable AI. This includes responding to 

changes in consumer sentiment and demand for equitable care plus reducing exposure to systematic 

and costly patient grievances cases. Entering 2023, hospitals faced higher expenses, depressed finances, 

and negative margins (Kaufman Hall 2022). Health insurers appear to be in slightly better financial 

positions. It is hard to predict how much investment will be made in this area without external pressure.  

If there isn’t a current business incentive for equitable AI, then government action might serve to 

reduce the costs and/or increase the benefits of equitable AI. Recent announcements of public and 

private funding will likely help incentivize more research and work in this area. The White House 

recently announced that it would initiate new investments to fund responsible AI research and 

development. This includes $140 million in funding for the National Science Foundation to launch 

several institutes focused on public assessments of existing generative AI systems.12 Private 

organizations are also providing funding to evaluate AI used in diagnostic decisionmaking.13  

Regulating Equitable AI  

There are several regulatory options available to federal agencies to promote equity. As an example, 

let’s consider approaches that the Centers for Medicare & Medicaid Services (CMS) could employ. 
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Under the Affordable Care Act, CMS has experimented with offering rewards and/or levying penalties 

to compel health systems to provide better-quality care. Health care quality is typically represented 

through measures that feed into public-facing scorecards or are used by CMS to set penalties and 

bonuses. These measures have not historically included social drivers of health, despite their huge 

importance for health outcomes (Hood et al. 2016). However, several new measures have been 

proposed to assess the social determinants of health in order to allocate resources to improve health 

equity.14 CMS could also create a measure of equitable AI to incentivize the adoption of equitable AI 

practices directly. This measure could be incorporated into public reporting programs such as the 

Hospital Inpatient Quality Reporting Program so that patients might use information on whether 

organizations are adopting equitable AI practices to exert demand-side pressure. The measure could 

also be incorporated into bonus and penalty formulas to incentivize organizations to invest in better AI 

processes. While these approaches focus on solutions available to CMS and, therefore, only apply 

directly to the Medicare and Medicaid programs, they could still affect a wide range of organizations: 

the majority of Medicaid beneficiaries are on privately run managed care organizations, and soon the 

majority of Medicare beneficiaries are expected to be enrolled in Medicare Advantage plans (MedPAC 

2023).15 Furthermore, almost every hospital treats Medicare and Medicaid patients and would be 

affected by these policies.  

Various agencies and branches of the federal government have indicated that regulating AI is a top 

concern for them. In 2022, President Joe Biden released a blueprint for an AI Bill of Rights outlining five 

principles to guide the design, use, and deployment of AI to protect people against its harms.16 The Food 

and Drug Administration has published a beta version of how it plans to regulate AI used in health care 

(FDA 2021). Other organizations such as the Center for Medicare and Medicaid Innovation are 

considering how to incorporate these principles into pilot programs.17 The Department of Health and 

Human Services has issued a notice of proposed rulemaking to revise Section 1557 of the Patient 

Protection and Affordable Care Act. This revision, if finalized, would explicitly prohibit discrimination in 

the use of clinical algorithms to support decisionmaking in covered entities.18 State legislatures have 

also shown interest in this issue: in August 2022, the California Attorney General issued a letter to all 

hospitals requesting that they share how they are identifying and addressing racial and ethnic 

disparities in commercial decisionmaking tools.19 It is still an open question how federal and local 

agencies will regulate algorithms moving forward. 

Conclusion 

AI is an increasingly important part of health care decisionmaking. It is therefore vital that AI 

applications are developed and monitored with health equity in mind. While there has been much work 

in this area to date, from research on identifying and improving algorithmic bias to resources for 

building more equitable AI, to the development of incentives for equitable AI—be that regulation or 

funding—there is still much to be done. We need more research measuring the impact of AI on health 

equity. This includes quasi-experimental methods and randomized controlled trials as well as qualitative 

studies engaging affected communities such as doctors and patients to understand the specific 
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mechanisms by which AI systems affect them. We should also be carefully monitoring adoption patterns 

of AI use among health care professionals and patients to understand whether AI’s benefits are fairly 

distributed. Furthermore, we should not only be focused on the evaluation of AI applications that 

already exist, but also think critically about the set of problems we are trying to solve with AI: can we 

focus on applications that push us toward health equity rather than just ensuring new applications don’t 

create further harm? Finally, while this article focuses on solutions to improving AI, it is imperative that 

we do not lose focus on addressing the underlying issues at the root of this discussion: the pervasive 

health inequities that exist in this country as a result of structural racism and discrimination.  
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