Figure 15

Some possible network grammars
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Every bit as much as LAS, & child loglcally needs negative information 1o
rooover from overgeneralizations. The interssting quastion js where the negabtlive
irformation COm2S5 £rom in the case of tha child. Parenlbs do correct the child

in such vious morpheric overgeneralizations {Brown, 1973). Even today I

find myself corrected (not by my parents) for my fallures to properly pluralize
esoteric words. The child may also use statistical evidence for a noagative coil-
elusion. In some manaer he may notice +nat the morphezic form foohs is nezver
used by the aduld end sO conclude that 1% is wrong. Horning (19069} has formalized
an slgorithm for detecting such ovargen=ralizallons by =assigning prooabllitied

to rules.

t

Figure 16 illustrates LAS's treatzent O
trajining sagquences. Thesa involve SORS thre
cion of the noun phrasss on the branch of the start network for BB re
As can bz seen from Figure 13, at the point of the 1Lth centence TAS has
its grammer to the point where it will handle 616 sentenccs of the target lan-
guaze. Letually the grammaer has produced some overgeneralizations-ai

ept a total of 750 sentences. LAS has encountered phrases like square,

£ the last four sentences
a word noun phrases and also expan-
1

acc
square small, square red, and square resd small. From this experience, LAS
hos generalized to The conclusion that Tte senbences of the language consist
of a shape, followed optionally by either & size OT color, followed optionally
by & size. Thaus the induced grammar inclules phrases 1ike squares small small
baczuse size words Were found to be accepizble in both second and third posi-—
tions. Interestingly, this mistake will nat cause LAS any problems. It will
never spesak & phrase 1ike square small small beceuse it will never have a to-
namspaken HAM strucihure with.tvo small's modifying an object. It will never
TTCITA T

heay Such & parase 50 nd thus UNDERSTAND can not moke any mishares. This 1is
howleover—general grommar can be successfully constrained

e nice exampls
i of semantic acceptadllity.

The problem of 1earning to seguence roun modifiers has turned out to be
a source of unexpacted difficulty. In Dpare, the ordering of modifiers is
governed by pragmatic factors, For insvance one is likely to s&y small red

square when referring to one of many red SQUATES, put red small sguar when
referring to one of many small squares.. Differences like tnese could be
Mo

controlled by ordering of 1inks in the HAM remory structure.
GEFERALIZE .

After teking in 1l sentences 1.4S has bullt up 2 partial network grammar
+hat serves to generate many more sentences than those it originally encountered.
However, note that LAS has constructed four copies of a noun phrase graziat.

Ope would like it to recognize that those graomars ere the same. Tne fallure

to do so with respect to this simple arbificial language only emounts to an
inelegance. HOW=2VETr, the identification of identical networks is eritical %O
inducing languages with recursive rules.
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Additlions

i

to LAS®s grammar afier studying:
10 . SQUARE BLUE SMALL TRIANGLE RIGHT-OF
11 . TRIANGLE RED b”U m RLUD Levt-0r
12 . TRIANGLE Sl AUT, SOUARE RED SUALL SELOW
13 - SQUARE BLUT TRIANG = BLUE LARGE LEFY
1L » SQUARE REDI TLRGE TRIANGLE RED TARGE BELOW
21 L5072
cuey L0 2> 0713 DoY > STCP
\\\; RESE
: =37 0P
[l 4 z
& 8593 D1095
B566 D111 6= STOP
x\\ MiL
>ST0P
3580 D1023
B56L ==D104% 2 STOP
\ NIL '
5T 0P
51045 £173
p1o23-E220%0 s B1394 E1368 - s7op
WL
\ STOP
, ED1117 E88L
D1095 = EQOL =~STOP
: NIL
31 0P
£D71L
D692 2. STOP
E 1 <" O y &
p1095—EBEALY 5 STOP D1023-SPR0%S 5709
T
5881 —CE-E905 o STOP £1368—2EE222 =5 STOP
D714 = small
Dloks = red,blue,small
D1117 = blue,red
£905 = small,large
E1395 = large
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that networi 2o & RESE Thus, to ident 0y
other networss CS2 identifiad. The network WO
So in the recursive identification of neumo*ks G*wERALILZ will ha
ion bvtwaen one network like LLQ which contzins an
ption 1s thet with sufficient experience the embedded
would become Till + +o be the same &S5 the embedding networ k. Afte 5
has been identifie with HP2 HAM will have a new network structure where N
represents the amalgamation of ypl, NP2, and NP3.

ir o)
netWOTﬁb may reguire tha
i e o)

1

a subnetwork ralsa
NP The &S3UmD

¥p ~+ the NCUR
' the ADJ NP¥

Io% » TOUN¥
ADJ¥ NP*

ote that new word classes NOUN¥® and ADJ* have been created =s the union of
the word c1¢sses 1ouN2, NOUN3, NOUNL and of the classes ADJ2, ADJ3, respectively.

M

ENERALIZE was called to ruminate over the networks generated after the
first fourteen sentences. GENERALIZE succeeded in identifying A195 Vly n ALOT.

As a conseguance, network A195 repl laced network AXST at the vosition where it
ccurred in the START network (see Figure 12). Similarly, 8”66 was identified
with and replaced network B564. Finally, B566 vas sdentified with and replaced
A195 throughout the START n@t&o k. Tne final cal effective grammar js itlustrated
in Figure 17. IT nov handles all tiae sentences of the grammer. It hendles

rore sentences then the grammir_that was constructed after the fourteenth.

5L



Figune 17

The final roannal

- B566 12
i = ass7—E2550
START | Uk
RS 7
52
565 S=AL96——2— >A19877 7 4199
i . 28593 D [
B566- >>-D1116 1095 ~-STOP
NIL
}»STOP
£D1117 o £8
D10%5 ~%7—E904 84 s STOP
NIL .
~=ST0P
& E905
E88L 2 e STOP
8568 = nelow,loft-of
A199 = above,rignt—of
B593 = square,triangle

D1117 = blue,red,large,small
F905 = large,snall
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sentonce. This is because the roun-phrass setwork ESH6 has besn expanded to
jncorporate all possible noun phrases. oDa2fore the generalizations, none ol
ne

— P s . =y 4 z

networks——B58k, BS6S, AL9S, or ALOT ware complete. The networy. £565 ba-
s . . z A

te through merging wWith BSEL end 4195,

At this point, LAS row has a grammar
targst language. There are Lwo pajor assum
the relation between sentvence and referent =rol c t a
types of languages. The first is the assumption of the correspondsnce between
the surface structure of the language and the semantic structure. This is
critical to BRACKET's jdertification of the surface structure of the sentence
wnich is, in turn, critical to the progper embedding of parsing networks.
Second, there is ihe assumpoion of a semantics-induced equivalence of syntax.

This played & eritical role both in the generalization of SPEAKTEST and of
GFNERALIZE. It was noted with respect to pluralization that such generaliza-
tions can be in error and that children =lso tend To make such errors. iHowever,
T would want to argue that, on the whole, natural language is not perverse.
Therefore, most of those generalizations will turn out to be good decisions.
Cleariy, for languages 1O be learnable there must be some set f generaliza-—
tions which are usually saie. The only question is whether LAS has captured
the safe generalizations. ’

The importance of sementics to child lenguege learning has been suggested
in verious ways recently by many theorecicians (e.g., Bloom, 1970; Bowerman, .
1973; Brown, 19733 Schlesinger, 1971; and Sinclair-de Zwart, 1973), but tnere
has keen little offered in the way of concrete elgorithms to make explicit
tne contriputicn oI semantlcs. LAS. L is a Tirst small step to making thi §

contribution explicit.
Coneclusion

This concludes the explanation of tne algorithms to be used by LAS.1 for
language induction. In many ways the task fTaced by LAS. 1 is overly simplistic
end its algorithas axre proobably too efficient and free from information-pro-
cessing limitations. Therefore, the acquisition benavior of LAS. 1 doess not
mirror in most respects that of the child. Later versions of this program will
ettendt & more realistic simulation. Nonetheless, I think LA3.1 is a signifi-
cent step forward. The following are the significant contributions embodied
so far in LAS. 1. :

1. The transition network formalism has been interfaced with a set of
simple and psychologically realistic long term memory operations.
In this way we have bridled the unlimited Turing-computable power of
the augmented transition network.

2. A single grammatical formalism has been created for generation and
" understanding. Tohus, LAS only needs to induce one set of grammatical
rules.

3.  Two important ways were jdentified in which =a semantic referent helps

grammar induction. These wers stated as the grap deformaticn condi-
tion and the semantics~-induced equivalence of syntax conditions.

56



L. Algovithms have daen devaloped adequate ©O 1earn nabural leanguzges

The gereral mode of developing the program LAS ig as Tollows: A languzge
learning situation is speeified by a set of conditions. Tn LAS. L it was
spacified that LAS already know the meaning of the words zad that it bz given,
as inpubt, sentences with HAM representations of thelr mean-ag. The senzntic
domain was specitfisd to be that consdtuted by gecastric snhzpsSs. Cnce 2 set
of conditions is specified, a set of goals is specified. In LAS. 1 there was
only one real goal: to learn eny natural-like language thzt descrivad the
dozain. Once a set of goals 15 specified a plen of attack is sketchad out.
Howaver, the problea is sush that the details of that plan only evolve as wWe
ettempt to implezent the plen as a computer prozran. Indc2d many interesting
provlems and idsas thal ware not initially anticipated in LAS., 1 wers discovered
in attempting en implemenvatlion. This is part of utilivty of computer simulation
in theoretical developmens.

The LAS. 1 progr perated in a task domain which was
means identiczl, te that of = natural language learning situation. Its behavior
was similar o o) hirmen learning & language, bdub ezain by no means iden-
tical. In =fe =& I propose Lo creasve T by 2 which comes
considerably closar To sirulsting natural language learning. h
elaborate set of zoals than did LAS. 1: '

-

3

~

1. The progrem will incorporate realistic assumpbicns about short-term
memory limitations and left-to-right sentence processing.

2. The progrem will learn +the meanings of words.

3. The program should use sementic and contextual redundancy to partially
replace exnlicitly provided HAM—~encoding of pictures.

. The program should handle sentences in a more complex semantic domain.

5. The program should be elaborated to handle such things as quastlons
end comzands as well as declarative sentences.

The general methods for achieving these goals in the LAS, 2 program will
be sketched out in the proposal section. Also in that section I will propose
some experiments to evaluate the LAS program. Wnile it is true that the task
faced by LAS. 1 is not really natural language learning, it still is a leazrning
task at which huxan subjecis apparently can succeed. Tre experiment§will de—

termine whether humans have the same difficulties in such tasks &s does LAS

end whether they make the same generalizations. However, I regard these exper-

irents as of secondary inportance relative to progran development. It is more
>, -

important to further articulate our understanding of wnat algorithms are ade-
quate for natural lenguage learning.
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C. YMeihods of Procadure

First I will describe the proposed extension of the IAS program. Then I

cribe some experimental tests. In reading the specific extensions pro-
posed for LAS, the reader should keep in mind that they have ‘as their intent
achieviug the goals set forth in the preceding section.

The Sewantic Domain

The {irst matier to settle upon in the
\

some semantie domaln be chosen, It is only
that an explicit geal for success in the prograd can be speci
will be regarded as successful if it can learn eny natural lan
tnis domein.

The LA, 1 world of ahaves, yropertiss, sod <
ished ror further work. The following is D L
there is nothing critical sbout its exact T e
d
T

I have chosen to look at a world close <o that of a young child although
there is perhaps nothing sacred about this domain. This world is set forth in
Teble 5. There are three people in this world. In addition to these there are
four categories of objects--locations, containers, supporters, and toys.

These objects can have four types of properties--number, color, size, and quali-
ty. Thus, LAS will have to deal seriously witn problens of sequencing adjec-
tives. + will also have to deal with number as a property of objects. The
objects permit a much richer variety of relzsions than in the world of LAS, 1.

This will provide a demanding test for the learning of complex multi-argument
relations. There can be sentences like Momzy trad 1

L
g
ed Dzddy the car for a2 ball.
In this world, people, containers, supporters,and toys can be in locations.
People can change their location and that of toys. People and toys can be on
supporters, toys can be in containers. People can possess toys, containers,
and supporters. '
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Andsroson

TABLE 5

Categories in the World of LAS. 2

PEOPLE LOCATIONS, CONTAIUIRS SUDPORTIRS
Mozmy bedroon box table
Daddy kitchen closet chair

LAS den dresser bed

TOYS NINABERS COLORS - 8IZES GUALITIES
dolly ona red big dirty
car two blue mediun pratiy
ball three gresn small shiny

Thus the catazories of objects enter differently into ais
of relations. ~t will prove important to the nredictive parsing
ties that I will want O introduce into LAS. 2.

Left-to-Tizht Processing

2

lanzuage avditorily. +Ious, rheir induction algorithnms nust
process incoming metericl in a left-to-right mauner. = rent LEARUMORD ‘
progran does not do this. BRACKET completely processes the senten
SPEAKTEST even b2gins to work on it. Clearly, PRACKET and SPZali:-
integrated so that the beginning of the sentence is pracketed and cons?
by SPEAKTEST hefore the end of the sentence is considered by either

ducing this left-to-right processing is & preliminary to introducing short-
term memory limitations into the induction situation.

Uy 0O

Figure 18 illustrates in highly schematic form the left-to-right algorithn
proposed Tfor IZARIMORE. Words . are considered as they coze in frcxz the sentence
TARIMORE, as in UNDERSTAND, tries to find a path throusgh its netvork gramzar

to parse the sentence. The difference petween LEARINORE and UNDER3TAID is

that LEAREMORE hes available %o it a HAM conceptual structure to enable it to
better evaluate various parsing options. Suppose LEARNMORE is at some point in
processing the sentence. It will also be at some point in & parsing nev

Let us consider how 1% would process the next word. At box 2 it wouwld r
in the word. At Dox 3 it would set 1 to the various granmatica
at that node in the network. DBoxes L through T are concerned witn evaluz
wnether any of these optilons can handle the current word. Box 4 che
there are any options 1eft. Box 5 sets a to the first option and re

the remsaining options. Box 6 checks whether the word would be DIXse
end box T considers whether the action associzated with that arc cCOrr
a HAM strucuure. " If a passes the tests in 6 and T, TARINMORE advances to con-
sidering the next word. Otherwise it tries another &arc. If it exhaus

arcs, it will call BJTLDPATH (box 8) to build & new arc fyram the curreat node.
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The work currently assigned Lo BRACKET will have Lo be assigned Lo BOX 1.
That is, box T will have to determine wnen an arc should involve 2 push Lo an
enbedded network and when it should pop back up to oca znbedding nobworn.  Tnis
vill be done by consulting tne information in the semantic struchure. It would
also be possibla to consult the pause struciure of the sentence 10T inforzation
about phrase structure boundaries,

Mote that certain sentences whilch the old LTARIMORE system could handle
will not ©e handled by this system. For instance, consider the sentence The
square thalt is above the triangle 1s rignt-of the sguare. AfTter the= first two
words it would not be clear which square it was that we were referring to, the
object or the subject of the right—of relation. Thus, buildpath could not assign
an appropriate action to the path. In the old LEARIDMORE this amdbiguity about
the referent of square was resolved by letting ths whole sentence come in dbefore
dealing with it. Presumably, however, children would have difficulty learning

from such sentences.

In this system it will not be assume that LAS knows the meaning of the
words, Rather this will be something that LAS will have to learn from the
pairing of sentences with conceptions. First let's discuss the learning of
words whose reference is 2 simple concept or object, €.8-, box Or MmOy, and
postpone discussion of ¢ mplex relational terms like trade. Logically, the
task of lexicalization is gquite simple and it would not require complex algo-
rithms to succsad. For instance, consider this algorithm: LAS is given a
sentence with n; words and a conceptualization it c¢escribes with oy concepts.

tore with each word the my concepts. The next sentence that comes has B
words and its conceptualization consists of ip concepts. If a word in this sen-
tence is new, store with it the mp concepts. 1f the word is old, store with
i+ the intersection of the concepts previously stored with it =znd the new mo
concepts. Eventually, ignoring problems of polysemry, & word will becoms pared
down to zero or one concepts. Those with zero concepts are function words
end those with one concept have that concept as their meaning.

o
<
€1
(%)

Of course, this algorithm will run into trouble if LAS does not always
evtualize 211 the concepts referred to by the sentenee, This cen ba

died by having the algoritim wait for a sequence of disconiirming pieces
T idence before rejecting a hypothesized meaning. Incidentally, subjects
ehave just this way in concept attainment situations (see Bruner, Goodnow &
Austin, 1965), not teking regative evidence &s having its full lozical force
about the meaning of the word.

The basic problem with this algoritha is that it makes unreasonable assuap-
ions about the information processing capacities of humans. In pilot research
T ny own, I have found that adult subjects can learn the meanings simultane-
ously of & nugber of words in a sentence. However, they do suffer difficulties
when there is high ambiguity about what a word means. Presumzbly, children
would have even greater difficulties extracting word meanings from conplex sen-—
tences. Broen (1972) and Ferguson, Peizer, & Weeks (1973) report that new items
of vocabulary seemed to be introduced through use in set sentence frames such
as Where's ..., Here comes ..., There's ... known as deitic phrases. The noun
tends to be heavily stressed and repeated. The parent frequantly points to help
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it e 3 e

the gral;atica* structure of Lhe s tepece., TO CODDIRE these various CONSLGEra=

tions, I Ppropose the folloving sadition to the Ilow chars in Figure 186 to deal

with the receptlon of words with unknownh mezning. In box 2, when an unknaown

word is read in LEARIMORE will make a guass zoout 1S ~eaning using knowlengs

sbout context and sbout the word's position 1n the grammal. T+ will commitb

this guess To menory and stick with the guess unless later disconfirmed. Tne

program will only nazard a guess in ecircumstances of low un ertainty. Thus,

it will only gu=SS iT it can otherwise parse ine grammatical structure in wiich
a { eded or followed by

tne word apnears- 1+ will not guess if the word is Dprec
other words it does no Thus, the Progradl, much 2

+ o

L ) =3

jearn on tne ba is of miniza contrasts betwsen grammatical pa
f=1

: s, if the prograx knows the grammatical rule 1P - determiner
adjective noun. - and encounters the phrase the glick boX it will suppose thab
Tt - o T a £ +the

glick reiers -0 some property © the box.

Thus, the prograi +ill have to gequire 1ts jnitial vocabulary by means of
simple frames, 85 do young children. With this initial vocebulary infornation,
it cen begin to learn grammatical ruies. Once in possession of grammatical
rules, it will no longer nead gimple frames +0o lezrn newvw lexical items.

ion is how function words are ever identified as non-

s is done on the vasis of failing

4 and any semantlic Teature. A0LS
sses had been astociated with a word.

assumed that all concevts are constructed before language
place and that the only problen is TO 1ink up these concepls
s is very unrealistic. Consider the verb g}xg_in the sen-

e dolly to Daddy. The meeaning of give 1s somebhing like
sae 10 DOSSESS 8n object end someons else
25 coiject. It seeds vary implausible that & child ccones
Tearning situstion with such a concedl ready mads. Wnal P
he sees Mormy pushing the éoll to Daddy or Mommy handing the
ball to bany. With these experiences he hears sentences like Mommy gives the
dolly to Daddy or Mommy glves the ball Lo bzby. From these exsmples he induces
the appropriate meaning of give. Cancept ~itainment in these situations can De
achieved by using the sort of concept idensification used by Winston (1.970) for
jnducing geometric concepis. That is, each use of the word give is paired with
e EAM network structure given the meaning of the sentence. iinston's heuristics
ellow. us to extract what these network structures
mon. The concept give, 85 Vero, is then attached
For this sort of aglgorithm to succeed, LAS must pe set to regerd certain con-
figurations of propositions, interlinked DY causal terms, &8 being associated -
with & single relational term 1n the langu2ge.

So far I have

ecquisition takes

with words. But
i
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Nate also that the effect oL suad an induction scnas would bte to =ncods
e lational b0 th SO SramTmar That is, in

The cle SCTeDAnaY ! j2er e ior of L and 2o czild is that
LAS. 1 genarotes no i ' first thz child
only generates ungrails 2ech has b2en
erudely characterized 2 % in two and thrae
word utterances. To :nces it azppears
that children have © e constructions.
Onz explanation of th pealing from tae
point of view of L&S not receive as input
to its induction rout rapnic sentences.
Then It seexs reasonabdle
to otal sznhtence he
has . If so, then his
indu 2s their basic
dat )

hitothesis comes from studies ol child imitation of adult
SD +hmT, thage dminations, ile than +he ehiidls owm
pr legzraphic in nature g % Fraser, 185L4). Blas-
de found that children d to pzzt those Words whlech are
str s which occur in terminal positicms. The semaatically
im ve stressed in adult speech. Senoles (1969, 1970)

aded to omit words that had wnelezr semantic roles or

Tnx I find striking is that these &re just the varizbdbles
which control wnat I can repeat back after neering a French sentencs--a language
I know quite imperfectly. Of course, the variables of serial position, per-
ceptual isolation, and meaningfulness ell have well established effects in
verpal learning experiments on irmadiate nemory.

-

iptroduce telepraphic

d BADEAR., The BADEAR T

of stress, mean fulness, and serial posit
varsion of the sentence. The locus of t £
boxes b and 8 in the flowchart of Figure 2. Ba

£

"I propose

w0
of LEARNMORE call
in

e
g

1catey T
words onto BUILDPATH. Rather some words will ''slip from consciousaness' after
failing to be parsed. It i1l tend to onit words wher: f{a) they are unstressed,
(p) their meaning is not xmown, (¢) a critical nusver of new wWords in the
sentence nave already been passed to BUILDPATH. I suspact this critical number

is something like one or two.

Factors (a) and (b) would generate the effects of
] T

Factor (c¢) would yield good memery for the firs the sentence. WwWhatl
good memory children do shovw Hr iast words in phrases prodably refiects short-

term ecoustic memory.
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An interecsting feature Ol BADEAR is that, expanded, LAS
would be able Lo receive wore of the sentence. iong and imiba-
riong would groWw 45 Goes e child's. This would be mlicit mechanisn
for oan idzn suggested by Sraline (2571), Olscn (1973, Inducing a
grammar Iren jerenerate santences presents an intere Yow is it tkhat

oandon its rules fTor generaiing e eech? Uvierely
ad B T ti fuller se does not follow
5 Are W Te le means for
expressing the s3ne tho chanisn incorporated
that will sirengihen SOR lative Rules to de
would ba t cesstuld LDEIRETAND and
uczessiully mignt tt e 2rcs out of
zarsing nels stack 2ir relaiive
Subjects wo op of a stz i Tneffechlve
he original T o a three word utterances would descend
- of the stack and so bsccme unavailable. Tnls strengin mechanlsm

e sate as used to order 1inks in the HAM mexory rodel. Tnis is a different
way to bring formation to vear in grarmer induction than thau pro-
posed for rather than seeking explicit disconfirzation of rules
the rules ned out of =xistence as roOre adequate rules takxe

]
over the used to occupy in seatence understanding and

P N
generaticn.

+h the following form:

START

N ///g
NP ‘70

This grammar regquires considerable backup if the sentence does. not have an RA
relation. As suggested earlier it would be more efficient if IAS were given the
power to trensiora ihe grammar into the following form:
STOF
ERA
1P NP

ERB
™
sSTOP

Given that there ere = ous time problems {see introduction ot proposal)
in parsing, it is c i £ methods be incorporated in the learning prozram
for optimizing the grammar. The merging of arcs, besides raking the grammpar

& o [ bl B

more efficient, would be another form of generalization. It could be used to
further merge and build up vord classes. ' '
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Turther Use of Semantics in Lansuage Acgulsition

There are ab least tvo further ways thab semantics cuan be used to aid languaza
acguisition ipn addition to thos 5 5. 1 : ’
taal information as a further a
class tend o have & Ccommon seman
its threshold for wmerging words
ol

color nams23.

by
]
@]
oy
v
ct ct I
A
’Jc
>
v

£ the amount of overlap batwaan
lap threshold becaus

tic property.

Another use of semantics would be to lessen LAS's reliance on explicitly
given semantic interpretations of sentences. It should sometimes be able to
zu=2ss these inbtarpretations. TFor instance, suppose & sentence caze in with the
words ball box and in. Because of the conceplual consiraints betvween these,

IAS should be able to guess their connection., This use of concepiual constrzints
in the semantic domain could also be used by UNDEZRSTAND to permit predictive
parsing along the model of the Schank's (1972) systea. Tnai is, as an alternate
to understanding a sentence by use of syntactic information, it 1s possible to
loock For conceptual constraints to predict what the interpretation of the sen-
tence should be. This prediction can then be checked for syntactic correctness
by use of the network grammar. It would be profitable to try to place a pre-
dictive parzing systenm like Schank's within the rigors of the Yioods!' network
TerEnl i5as,

A Procadural Semantics

So far LAS has been principally concerned with repres
conveyed by a declarative sentence. However, languagsa has
just to communicate meanings from one sp2aker to another.

enting the meaning
er purposes than
der commands
ernd questions. For instance, consider the sentence Put the dolly in the box.
Currently, UNDERSTAKD might retrieve the sentence's meaning as Speaker requasts
2
h

T LAS that it oubt the dolly in the box. This is the declarativ
ce. Howaver, in addition LAS showld evoke an actlon &
least take an ection to decide whether to comply. Thi
21 meaning of the sentence. The procedural meaning of decl

5 is very simple: store this sentence. This is already assun d in
eatment of the sentence. However, the procedural meanings underlying
pes of sentences are more complex. A large part of the success of

's system is that it.was adequately able to deal with the procedural
of various sentences' semantics. It is important that LAS begin to
these too0. :
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is would mean, in terms of LAS's network gremmars
a ns that can be stored. Currently, the only actlo
i e creation of pieces of HAM structure, i.e., decls
1 have to store other internal actions that spe
larative knowledge. These will include commands
or obey the order. HAMY already has cowmmands that dire
but executing orders would be something new. As part
working on methods for iuncorporating procedural knowledge into a neiworx s
tem. It is unclear yet what success I will have here.
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Anderson

ner as cural longuage Wiooe sermantics
docuzen: -red.  Consider for instance
aite and erticle——the red ball versus
an ob the listener kaoWws. Thus bhe
ite art be to search his mem
In co listene
t5 construdt & NEW repras
in the current HAM syste
.onvincinzly that the semantics of pronouns and cliner
r S by procedurss Lo determine their referents.
t i rms llke you wnose meaning is totally relative
o spe xt. in etely changes wWith
speaker, & child would be lo S !
A be

HAM memory -node. He must
cedure for determining the

Provided that LAS has the facilities for representing and evaluating pro-
cedures, thare seem 1O difficulties in learning those aspects of language
which ere heavily exbued with procedural seransics. Language learning will con=-
tinue to arise from pairing sentences witn sezzntic interpretations. However,
serantic interpratations will now ‘contain e procedural as well &5 a declarativa
aspact. Again lengu=ge leerning will consist of learning rappings betweea sen-

g 3
tences end the now-enriched serantic represenzations.

Experimentation

As stated before, I do not think that = ri
the principal focus of the project. There is still much Ffurther ressarch that
needs to be done in the way of specifying elgorithm that are capable of language
jnduction. WNonetheless, in parallel with this research, I would like %o perform
expsriments to gel some initial assessments of the viebility of the proposed
elgorithms. The Typse of information relevant to evaluating LAS is only acquired
by looking at artifical laenguages. With tness artificial languages it is possible
1o test LAS's predictions about language learnability and generalization.

mental research should yet be

Criticisms of Exveriments with Artificisl Lanzuazges

For ethical reasons it is not possible o expose young children,>just
learning their first language, to an artificial leanguage which LAS had identi-
fied as degenerate and probabdbly not learnablz. This means that all erxperimen-
+ation with artificisl languages must be ‘dons on older children already well-
established in their first language or Oi sélts.  Consequently, the first lan-
guage may be mediating acquisition of the second language. Tners is evidence
(see Lennenverg, 1967) that there is & critical initial period during which
languages can be learned much more successfully than in later years. Lennenberg

speculates that there is a phrysiologlical basis for this critical period. Tnus,

ct O

one right wonder whether the same processss &re peing studied with older sub-
jects as in the young child. Personally, I also doubd that the mechanisms of
language-ecquisition are the entirely same with the young child in first language

learning as with the older subject in second lencusge learning. However, it does
J guag

~r
ole}



lex funchlonsg
ec oy
ta
nix 1z
) tif a2 ose
3 ler, 1957; er, 1959) a sem e
Clearly, this nmekes an @nornmous differenc of algnritnzs a subj
can employ. The criticzl neuristlcs usad by LAS would pe useless withouh senan-
tics. a (1972, 1973) have shown tnat the existeace of a
seman £ % languaze acquisition. Except for control
condi involve & semantic referent.
LAS!'s 11 on out Language Learnzpilllty
fuction elgoritim 15 that the graph deformation condi-
tion T2 me relation oetweel the surfacsz structure of tha2 sen-
tence and the 1 structure. That is, the surface strusture must
preserve +the original cennectivity of concepts. In Section A5 we described
languages which violated this assumption. Consider the following language:

g » NP HP relation

P » noun (Color) (adjective) {clause)
CLAUSE - te NP relation

XOUN -+ square, circle, triangle, diamond
Color + red, blue

Size - small, large

Relation = above, pelow, rignt-of, laft-of

This is en expanded version of GRAMMARL described in Table 1. (The element
4

te

sarves the function of a relative pronoun 1ike that.) An exempla of a sentence

et

in this language is Sguare red te triangle big above circle Hlue small right-of.

An experiment I will do compares Four conditions of learning for this lang

guage.

1. No refesrence. Here subjects simply studs strinzs of the languege trying to
- S5 ) he g

=

infer their grammatical structure.

2. Bad semantics. Here & picture of the semtence's referent will be presanted
elong with the sentences. However, the relationship between +he sentence's
semantic referent and the surface structure will violate LAS's constrainis.
The eadjective sssociated sith the ith noun phrase will modify the (n + 1 - i)
shepe in the sentence (where n is the numder of noun phrases). For example,
the adjectives associated with +the Tirst noun phrase will modify the last

6T
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shapa. Similarly, the 1

(m + 1 - i}th related o

So for instence the s

petween the first Da

picture for the exan
3. Good zemantics. Here the adje a i

Houn iu tunt phrase.. Relatlons will rela

the surface structure. 1n= anpropriate Tl

in this case is given in Figure 125, LAS I

this picture if 1% could guess the n2in pProposinicon.
L, Good semantl olus main oroposition. The picture in this condition will

ba the same as in 3 but the two shapes in the main proposition will be
highlignted. 1In this condition LAS would be guﬂvﬁﬂuepd of sugcessfully
ting tha sentence baecause the main proposition is given.

in some ways this expezi sent is like Moesser and DBredl man's. However, here
English words are used so that the subjects do not need O ixduce the language's
Jexicalization as well as 1os grammar. "his corresponds to the situation faced
by LAS. 1. f Bnglish words were replaced by nonsense 1lables this would
Pad C A " - L

T sy
ation of the language 1o rake induction tractible. The
c

Aliz.i 1
predictions of LAS are, of COurse, that best learning occurs in Condition k%,
nex: best in 3, and failure of any learning in 1 and 2. It would not be sur-
prising tc see subiects perford petter in ltren in 2 since in they might par-
Liellry e zuic wu :.uc.é:..u, cat c‘"""'L}P‘i&.tC Somantics.

The procedure would have subjecﬁs in all conditions study the same sequence
of sentences but vary the accompanying semantic information according to condi-
tion. After & study phuse they would be tested for &T ramuaticelity Judgments
about a set of sentenc some of which violste one of the rules for gener ation.
Since the syntex of tke l Laga is the same in all four conditions, the sane
sentences will ©e gr T 1 in all four conditions. Rven though the synta
tic information given d uudy will be the same in all conditions, marﬂed
@ifferences in syntac i ledge should appsar across conditions. The

rent plan 1s to alte equences of study trials with saquences of test
so the subject study six sent=nces, with the semantic information
jete to his condition, i€ any). Then he would see six test pairs, one
ce of each pair violating some syntact ic rule. For each pair of he would
o choose the grammatica ally correct pair. 3By frequently 2l ternating study
st, it wou]d be possible to carefully monitor the growth of infor iation
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Many readers may not be surprised by the pved1ctwou of better lear
Conditions 3 and k. Hopefully, the significance of sucn an outcone woa¢d be
clear. It would show that sexentics is import tant to induction of ihe synbactic
structure of & natural language. Kowever, it would also show that semantics
is useless if the relation between the senz ntic ref rent end thne syntactic
structure is arbitrary. The surface structure ne must be a graph-
deformation of the underlyin g semantic St**‘turp Failures to eppreciate the
contribution of Semantics to language induction and failure to understand the
nature of this contribution of semantics to the induction Process nave been
fundamental in the stagnation of attexzpts to understa nd the elgorithms pernitting
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language inducticn. Thesa Tachs may pe obvious wWhen pointed out vut they have
been unovailable to the linguistic theorists oy fiftesn years.

m 3 -~ - f. Rad
There are other experiments OL
i .

anZuages wale

1 ASts induction lgovrithms, Thes2 €O B the same Durdose as
choasky's {1665) proposals foz linguistic tniverszls. That is, they counstrain
tha set of pessible hypotheses ebout language structure SO that the target
language can be identified. However, the constraints used by LAS are not tne
came as those suggested oY Chomsky. Ffor imnsvances, Chomsky proposed thait wrans—
formabions which reversed the order of words in & sentence would be unecceptadle.,
Tris is because such 2 rule dseg nobt refer to tne contence's constitusnt struc-
ture. However, a languag® which contained senvences of a natural language and
their reversels would be learnable by LAS. T+ would just develop one sew of
rules for senteances in one order and another ipdevendent set for reverss order
seatences. It would be interesting to sea wWnetiher nhumen subjects could learn

such a language.

In the excmple of the induction of GRAMIARL we found
A

ét
for LA3 to detect non-semantic contingencies betwesn syntactl cz3 in the
o)

first noun-phrase snd jn the second noun-phrass pushed to in the. nein network.
Tor instance, it is possible that a morphenic erdellishment of the a jectives
in the second noua phrass may depend on & choice of morpnesic emnbe

the noun in the first noun phrase. Human subjects should also find
to datect such syntaciic contingencies.

Predictions gboud Generalizetion

+ get of predictions, besides those concernad with language
learnasbility, w2 + will be useful to explore. LAS mekes predictions aboub
the situations under whiecn humans will ten to gensaralize rules end when humans
will not. Suppose LAS jearned the following gremnar: '

§ - VERB IP NP

up - (PREPP) N3 (ADJ)
PREPP > PREP N2

Ny » boy, girl, ete.
Wp » room, bank, evc.
ADJ - tall, nice, etc.
PREP <+ in, near, etc.
VIRB -~ like, hit, etc.

A typical sentence in this language would be Like
which means The tall oy in the yoom lires the ni
given English terus orly to mexe its semantics cl

in the language were Qgi_meaning ran, Jir meaning WORAl,

tuk meaning girl. ©Suppose the subject studies the following palr of sentences:

>

1. Like das tuk.
2, Like fos Jir.

70



Then, it 1is interesting to consider his judg eats of thea sccephanility of
santences lixet:
3, Like das tnk,
Y., Lika das Jir.
5. Like jir das.
Accept involves recallling sentence
nvoiv Lzaticn: LAS would currently

an
be z 1
a5 never encowstered Jiv
+~ . llonetheless, n2 233123
of their semaniic sinilarity
s. Tne words jir end das
could, a different case inflection whan Tney apozarl in dif-
ferenu 2 make (5) unacceptzble. Sentence (4) could be uvnacep-
1 hen preav G

in this ariificial
ould he eccept

6. Like in rooa boy tall girld

7. Likxe girl in room voy tall
That is, will rules gener alize from the subject poun dhrase to the object noun
parase. As LAS is currem atly constituted such gener ralizations would not occur
until it had built up fairly stable nown varases. Agaln suppose 1AS hed initially
only encountered simple sentences such as (8):

of nouns thait ©

Trom sentences such as (8) LAS would learn the class ceurred in
first and s=cond noun ph;ase slots. Suppose then sentence (9) was studied. On
the basis of it, would seantence (10) be accepted as grarmetical? That Is, would
the preposi tional phrase in bank generalize to Ov “har nouns in ths same class as
woman?

9. Like boy in bank woman
10. Like girl in bank man

This would be an example of right generalil
In contrast, LAS doas perform lelt geaerall
TAS would accept (12).

zation which does not cccur 1n LAS.
zation. That is, efter studying {(11)

11. Like bOj woman nice
12. Like boy man nice

T1



zcauisition of language. However,
(=}

-
information-processing demnoncs
T o e

semantic referent in grermmer in--
«will leara wazd wrong with one explicit set of

nd i . Tven that would pe o sipnificant contribution to the
Ccurreny VlimuiTL e ';::‘.'::luyx;z:‘ui} 1it & fiwid ricn Lu Gaua wub alimus s LULELLY
lzcking explicizc information-processing theories. I hope, of course, that the
processes uncovered in the LAS project wilil be the same as those uszed by
humans in language learning. A successiul simulation progren wowld constitute
an enornmous advance in our understanding of cognitive developnent.

Tne conbributions of TLAS to the artificiel intelligence field are less
certain and more distant. Nonetheless, generality in language understanding
systems is an important goal and one for wnich a learning systen approach
seens ideal. It 1is therefore importent to understand the coatripution language
learning systems can rake in this field. It would be a significant advence to
xnow in detall why & learning system approach was not the answer to languege
understanding or at least vhy LAS was not the rignt sort of learning system.

Of courss, if LAS does prove to pe the Dbasis for a viable language understanding
system, 1iis contribution to artificial intelligence will also be of considerable
importence.- ' ’

®., TFeacilities Available

1 shall nhave available the entire facili
Center, University of Michigan. My current a

but cen be extended for one to three years. My princ
Michigan Terpinal System which supports a rich variety of progranos. Most of
sP (s tafner & Wilcox, 197%)

the programming will be performed in Michigan LI &
£ LISP.

which is e relatively economical and an error—iree Ve
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