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CIRCLE FCA RE SUARE - w(RB | BLUE

Figure 4. An example of a HAM structure encrding both categorical information
and word class information -



(Ideate red 1)
(Ideate square 2)
(Ideate above 3)
(1deate circle )
(Out-of 1)
(Out~cf X 2)
(Qut-of X 8)
(Objectify & Y)
(Relatify 8 3)
(Out~of'¥

t ply to any 02
WO st lanzuages will b C
will also be used to ;1lustrate the SPEAX and UNDER
erived shortly. The first, GRALIARL, is a simple artificial grammar. 1o
second, GRAMMARZ, is a more complex g apmar ror & suo
defined by the rewrite rules in Table 1. GRAMMARL va
mally different rrom Fnglish word order. The sentenc
be reed &s asserving the first noun-phrazse nas the &
last word to the second noun phrase. For purposes of readad
of these languages are English but they need not © A
janguage withoub recursion. In contrast, in CRAMDMARZ the NP element has an
et iAnal OTATIET thich Coon nmenivaly 22l HP camoroting o poteontiol infin~

o TOZUTIZIVS—s e T y ™

e~ PSRRI S S

jte embedding of constructions.

t
i)

i
w

In both gremmars, it is assumed that above and below are connected to the
idea as are right-of and left-of. Tne words daiffer in the assigment of their
NP arguxents to subject and object roles. Taus the difference between the
ctic Tuis is indicated by naving the words belong to
two word classes RA and RB. Thus, UNDERSTAND with CRAMMARZ would derive the
same HAM representation in Figure 3 for +ha sentences 1he rod squaore is adbove
the circle and The circle is below the red sguzre. It woutd have been pO5-
sible to generate distinct representavions Tor these two sentences. I think
this would have De2€n less psycholcgiciL‘ interesting. Basicelly, the network
is e

~

word pairs 1s synta

\

gramuar makes the inferences that A belov 3 quivalent +o B zbove A end en-

codes the latter.

TABLE 1

The Two Test Gramma2rs

GRAMMARYL GRAMMARZ

) > WP NP RA s - ~» NP is ADJ

NP NP RB ¥P is RA NP
NP » SHAPE (COLOR) (SIZE) P is RB MNP
SHAPE + square, circle, etb. NP » (the,a) NP¥ CLAUSE:
COLOR -+ red, blue, etc. . i > SHAPE
gIZE -+ large, small, etec. . »> ADJ SHAPE
RA- » gbove, right-of CLAUSE - that 1is £DJ

that is RA NP

27



MARTT 3 e
TABLE 1 continued

R »  Dbelow, left-ol CLAUSE - +thet is 23 L2

SEAPR - sguare, circle, =il

ADJ + red, big, btlaz, etc.

RA -+ akove, righi-of

B > pelow, left-of

Figure 5 il1lustrates the parsing networks for the grazmzars. Iz should

be understocd that thesa2 networks have been deliberately written 1n an ineffi-
cient manrer. For instence, note 1in CRAICIARL that therz ere two distinct paths
in the main START network. Toe first is for those Sentencss with RA relaticns
and the second for thnose sentences with 2B relations. If a sentence irah
to UNDERSTALD nas a B3 relasion, UIDEZRSTAND will first attempt TO parsse it by
the first branch. The tWo noun phrase braaches will succe=d bui the relation
brench wiil fail. UNDERSTAND will have +to back-up and try the secsnd branc
that leads to BB. This stly back-up is not really n=cessary. 1t would have
been possible to have ccnstruct 4 the START networx in the following form:

P WP ' T

not branch until the critical re
unuLl tnhe @
e reores‘nﬂ"'

Table 2 provides = formal specification of the information stored in LAS's
network grammars. A node either has a number of arcs procesding out of it
(1a) or it is a stop node (1b). In spezking end upaerutanalng LAS will try to
find some path througn the network ending with a stcp noce. Tach arc consists
of some condition that must be true of the sen € 2o ke ed
in parsing (under SuundWhO) the sentence. T i

n
be taken if the condition is met. This
conceptual structure +o correspond to th
thet point. Finally, an arc includes specl
control should trensfer after performing the
zero or wore HAM memory commands (rule 3).
or more memory comzands also (rule La). These

e true of the incoming word. Alternatively,
push to an emoedded network (rule bv). For instanc
in Pigure 3 were to be spoken using CRAIDIARL. The START n

e

called to realize the X is above ¥ proposition. The erheddzd NP network would
be called to realize the X is red and X 1is osliti L hing
to a network two things must be Specifiad«~KODE~ s b

work and VAR, which is the memory node at

B

sitions 1nue*aoch. The elemerrt t_is rule

that is n“edgd by the LOUbrol mechanlsms ©
three Tules 6a, 6b, and 6c specify three ©
commands can have. They cen either direct

to the current word in the sentence, or ref



Netwaorka for CGRAMNMAR?

NP £eoP . £ ADT
START s e S 2 =Sl 7 STOP
< RA
NP NP
: 7 TENS6 e STOP
A el Z RB ' NP :
*\».53 £ CO~ 2o § e . e 58 ==STOoP
C & nEn MDY
NP —— s N1 e STOP
€ “SHAPE CLAUSE
NP1 2o AL - =STOP
NPL
A2 : 2GS TOP
& REL Scor
CLAUSE 01

Pigurs 5. The nelwork gramnars used by LAS
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Thea contruction of CRAMARL

(PuUY spERTRUP THSURK LGET spui *SUBHIY

1

7 {PRCLN

3 {urf PR START PATH

@ CLIPUSH X1 T NP (IOUT-UF X1 %Xs5)) S2 )

5 (iPUSH x1 T NP} {{ODJECTLF X5 Xi1)) S4 )i}

6 (BEF PROP S2 PATH

H [{{PUSH X2 T NP) {10BJECTIFY 25 X2}3 53 IRR

8 o AuEFPROP 53 PATH s
Y s {{{TIDFATE WORD x4) {QUT—OF WORD *RAJI ({RELATIFY X5 X4}) 5T0P
1o {(DLFPROP S4& PATH o

11 (L{PUSH X2 T Np) L{0OUT-OF %2 %X5)) 55 31}

12 LDEEPRUP S5 PATH :

13 {{{LI0FATE WORD ¥4} $0OUT-0F WURD #RR)) {(RELATIFY x5 X6}) STOP &
S {NEFPROP NP PATH :
15 ({{{TBEATE wORD X&) {GUT-0F X4 =SHAPE)) {{QUT-0OF X1 L6633 NP2 Vi
17 {NTFPROP NP2 PATH

18 {({pPUSH X1 T COLOR} NIL NP3 )

19 { NIL NIL NP3))D
20 {NEFPRCP NP3 PATH

2i {{tPUSH X1 T SIZE) NIL ST0P 3}
22 {NTL NIL STOPI)
23 (DEF PROP COLOR PATH

24 {{{LIDEATE VYGRD X4) {QUT-0F X& #*COLOR)] {{OUT~-0F X1 X&)) STQOP
25 {NEFPROP STZE PATH

26 ~ {({{IDEATE vORU v%). {UUT-UF X4 =SIZED] {{QUT-0DF X1 x&)) STop
21 (TALK) ‘ o _
23 ({1DCATE SQUARE 1) {1CEATE CIRCLE X213

29 {{uuUT-uUf X1 #SHAPEI{CUT-0F X2 =SHAPE) }

30 { (1DEATEC RED X33} {IDCATE GREEN X4))

31 ((NUT-0F X3 #COLOR) {QUT-QaF X4 *COLORY

32 (L1ISP SETO X1 NIL)

33 {{IOEATE SMALL %5} {1DEATE LARGE X133

3a {{uUT-GF X5 #S1ZEY{0OUT-0F K1 %SI1ZE} ]
35 NIL

36 {TALK)

37 {{IDEATT TRIANGLF ¥1){IDEATF BLUE ¥2){IDFATE MEDIUM X31))

33 ({OuUT—0F X1 £SHAPLE){QUT—~OF A2 *CGLOR){OUT-0F X3 =*SIZE})
39 (LISP SETQ X1 NIL) ' - ,
407 (L1SP SETQ X2 NIL)

41 {{{UEATE RIGHT-OF X1){IDEATE ABUVE X21)
43, ((QUT—-CF RIGHT-0OF %R A) LOUT—OF ABQVE *RAIJ}
4Ly {(OUT~OF LtET-0OF «RB) {CUT-0F BELCW *RB}J
45 { {IDEATE LEFT—-0OF X1} {IDEATE BELUM %233
L0 NIL

3L
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roduction in 2 child is
The study of Fraser, Bellug

morenensicn pracedes produc n. They

¥ of und andiing a sentence (as manifest

ture) B - ataneously vroducing the
iculties equsting the neasures of produstl
970, using gitferant scoring procedurés,

Prager et al. 4id £ind a strong correlatio
uid e wnderstood aud which could be procuce
~h wersa relatively e&asy to understand were
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with a HAM network of propositions taggaed &3 to-pe-spoken and
a toplic O sentencs. The topic of the sentence will correspond to the
first peaning-oearing : etwor: cpmiX searches through 1Us
START networx ilooking 10 t i xan proposition
attached to the topic end wnich expresse pic 2g rirst elemsnt. it
getermines wnsiner & path eccomplishes +his by evaluvating the actions associated
with 2 paih and deternining if they created & structure that approprlately
zatches tine to-be—-SpoKen structure. Vhnen it finds such & pain 1t uses it for
generation. *

Generation 1is accomplished by evaluating the conditions 2

i¥ & condition involves & push to an embedded networx gPzAX is re

c peak sSOmE sub-pnrase expressing & progosition agtached ©O R
si eds

alled to 5 =¥el cha
proposition. The arguUmancs for a recursive call of FUSE are +he e-bedlad pet-
vork andé the node that counects the main proposicia: and the embedded DroTO-
sition. I the condition do2s pot invelve & TiEE 18 will centain a sat of
nemory commands specifying that soma features pe trus O & word. 1 will use
these features 1o deternine what the word is. Tas —ord so determined y st
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As sn cxample, CONS =ider how SPEAL nerate a sentencs correspoading
to the qulutrUCLU“e in Figure £ using , the rn gngh ~like grammar in
wigure 5. Figure 4§ conboins 2 set of PrOPesSitlons aboubt taree objects denoted
by the nodes GoL6, G195, and G182. Of node Czib it 15 soserted that it 1s 2
criongle, and tnat G195 1s right of it. Qf Gi95 it is asserted that it is =
square and that it is sbove G182, Of ¢lfz it 15 asserted That it is sguars,
gmall, and red. Figure 7 illustrz toc the geanzration of this sentznce frod
gRAMMAR2. LAS enters the START network intent cn produclng soma utterance
about G195. Thus, the topic is G195 (1% could have Degen o6 or G182). qha
first path +throusn the network involves *redicati“? an adjective of G195, but
there is nothing in the adjective class predi:a:ad of C195. The second paiil’
through toe oTART nebworn corr e¢sponds O somsthing IAS can s5aY avhout G195 ——
it is above G182. The rgfgre, LAS plans to s&y tnis as its main proposition.
First, it must find some noul phrase to exoress G195- The substructure under
G195 in Figure 8 reflects the construction of this subnetwork. The NP network
is called which prinfts the and calls NPl whicn retrieves square and calls

PRelsu

to print +the square. Slmllarly recursive calls ar
to express ¢182 as the spall red sguare.
the so !

CLAUSE which prints bqwt, is, and right-of and which recursively calls P
o pade on the Pl network

The actual sentence g“norat°d ig de
START nebtwork. Given the sene to-be~spPoxen
SPRAK enerated A STl iangle 1S left—o* a
leen +tre tople Cle it generated A red

qht—u. t?lancle “le is :*111 Note how tne

of VS *Lgxu—o- end o1 &

__._.__

It is interesting to inguire what is he linguistic pOWEY of LAS a2s &
speaker. Clearly it can generate any conbext-Irac language since its transition
networks correspond, in structure, to a contexs-free grammar. Howsver, 1t twrns
out that LAS nes certain cowtvxt~sen°itive aspactis pecavse its D;OddCblOﬂS are
constrained by the requlreﬂanu that they express SOmS well-Tormed ;s conceptual
structure. Consider two proolems th Cnoz=sky (1957) regarded as not handled
well by context- free gramiars: The + is agreement of number between & sub-
Ject NP and vero. This is hard to & arrange in a context-free grammar because
the NP is already built py the time the cnoice of werb number must be made
The solution is trivial in LAS-—wnen 00 n +he P and verb are SDOKenN tholr numn-
per is determinad by ins spection of whatever concept in the to- -be-gpoken styuchure
underlies the subject. The other- Chomsky eX xample involves the jdentity °F
solutional restrictions for active and passive sentences. Tais is also achieved
au topatically in LAS, since the Trestr ictions in both cases are rgqurdpﬂ_simoly
as reflections of restrlctTOng in the sera ntic structure from wnich both sen-
tences are spokert.

While LAS can hendle those features of natural language suggestive of
contex*nsoq51u1ve rules, it cannot handle &xX gmples 1ike langueges of the form

(U cr

e ba

pDbich which require coqteXu-seﬂ51b ive gramoars. it is interesting, hoWever,
trat it is hard to find natural language sepntences of this struciure. The best
T can come up with ere rebpactlvelf— tvpe Sentencss, e.2-., 19:2,:;§__3}1”233;§nd
kiss=2d Jane»and Mary , respectively. This sentence 1S of questicaavle aCCupuaEEl



progr‘am.

Pigure o The to-be-cpoken HAMN network for the SPLEAK
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Figure 7. A tree structure showing the neiwork r2llSand word cutput.
These networks were called in generating a sentence about
G195 which expressed the 1nfoz¢at70n contalned in Figure 6.
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Ture

wnen

B R % M . -~ -~
arsing. For this reasolh tne ¢ rucLure o
coxzplicated. he UIIDIRSTAND nd its con=
: . N
c T =nt at Michigan.

would be useful 0 motlva for a conplex
two sentences Ine Tamocrat on=2s L0 Win

in '76 sarty hopes ere high 107 'T5. sing nebtwork
would call a nowl parass 2 work Lo identify the Tirst nou Supoose
UNDERSTALD ideatifiled g cratic marty. Later elemenis second sent=ance
would indicate that a was Wronsg. Tharefore, the vork would have
to re-enier b iffere
The Democrasll e ered th
to rectrieve sings
so that it ng The ¢
control gLrucuure &r complete report
fere I ©L31 Ut Iorabaiarty ther maneral siTncuure of the D
to find some patl torousa <ne START network vaich will re
parsing of the sentence. It evaluates ta2 geceptadility
eveluating the conditions associated with that path. A cC
that certain Tfeatures wa true of words in the sentencsa,
checking R2mory. Alternatively, & condition can requlire
network. This network must parse SoRe subphrese oI the S Vnen LAS find
an acceptable patn rnrouzh a network it will coliesct tne long that path
to create & temporary memory structure to represant the & the phrase
that LAS has parsed. This, for imstance, given the sanbtel square thab is
rizht-of the triangle is ad ~2, LA e it in the
Torn illustrated for Figure T, Teirieving the Hal struct are 6. That 1is,
in LAS. 1, understanding really is simply generaitlon DU e. Tnis is the
first displayed example ol & reversible augmented transit rkx. Simzons
(1973) comes closest with two different networks, one Ior generatlion and one for
analysis.

It is also of interest to consider the poweT of LAS as an acceptoT of lan-
guages. 1t is clear that LAS as presently constituted can accepht exactly the
context-Tree languages. Tnis is because, unlike Woods' {1970) systemn, actions
on arcs cennot jnfluence the resulis of conditions ©n &rCS, and trnerefore, play
no role in determining whether a string 1is accented or not. Howsver, wnat 13

. - . N .

5 that LiS's behavior as &n language Unasrs 1y

cted by its limitations on grammaticzl DOWELS. Consider thne following
exemple of winere it mignt seem that LAS would n2e2G & context-sensitive gremanr s
In Englist r sher of adjectives.

{

n poun parases, it ssems we can heve &n aroliraXy rumoe
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General Conditinns for Tanruage Acquisition

— ____.._..__-,.....-‘.‘____,_——._.

Having now reviawad hoW LAS. 1 understands and D
n tnree aspects of the induction prograi:
-
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. 1. S W C
waich LAS learns & langeage. It is assumed that LAS. 1 alread
a ke acuage. Taab is, lexice i

1 is to learn the graziar of the langudl

rds to a representation of thelr ccobined meanis
corned with learning meanings, it cannot be & Ver; a
cond languzges learning wisre pany concepis can transier b
o

A
. I will propose extensions of 1S, 1 concarned

Another featurs o LAS, 1 is that 1t works in & particularly restricted
gerzantic Jomalil. It is presented +rish plctures indicating relaticons and proper-
ties 27 twr—iime:sio:al gecmetric objects. These plctures &€ actually encoded
into the Had Prooost ional network representation. Along with these pictures
LAS is cressntad senTances descriping the picturs arnd an indication of that
aspect in +ha picture wnich corresponds to the main proposition oI TRE SUMLTICS.
From this inforz: jon input network gremmar 1S constructed. The selantlc

k=] f24

= LY Co

domain may ve Very simple, but the goal
natural-like language which may desc i

The BRACKET Progrei
A major aspect of the LAS project is the BRACKET progral- Tais is an algori

for taking 2 centence of an arpitrary 12ng age and EAM conceptual structure anc

Sroducling & bracketing_of +the senvence that 1

nis suriace structure prescribes +he hierarc

sentence. fOT BRACKET to succeed, four condition

etwerks required to parse the
must be satisTied by the infor

Condition 1. A1l content words in the sentence correspond TO elements in the co:
r ol '

Longruv -’ .
cepbuel st wcture. This amounts to the claipm that the teacher is a0

+the learner O conceptualize the information in his sentence. It does not. matte
to the BRACKET algorithm.whether there is more information in the conceptual
structure than in the sentence.

Condition 2. The content words in tone gentence are connected 1o the elements
in. the conceptual structure.. Psychologically, +his amounts ©O the clainm that

lexlcalization is complete. That is, bthe learner KuOWs he @m22ninLs of %the wWorr

Condition 3. The surfece structure interconnecting the content words is 1sozor
phic in its connectivity to a language-fres prototype structura.
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3 and b require considerabls 2xposi
wassume that the prototyps suruct
s I will explaln v something
Consider Penel (2) of Figure 8 which
cqerics of propositions in the English s=ntenc T ove
circle. Panel {b) illustrates & gradi deformation of that structura giving the
surface structure of the sentence. Note how elements within the szze noun phrase
are appropriately assignad to the same subbree. lote that the prototype struc-
tyre is not specific with respect to which 1links are atove walcn otners and
which are rignt of which oulsevs. Althougn the FAd structure in Panel {(aj is
set forth in a particular spatial array, the choice is erbitrery. In contrast,
the surface structure of a sentence does specifiy the spatial relation of links.
It soems reasonable that all natural languages haves as +heir semnanties the sane
order-~ireé protoiype astwork. They differ from on2 ano. +her in (2) the spatial
ordering their surface sbructurs assigns to the natworz and (b) the insertion
of non-umecaning-bearing I O“p mes into the seatence, LOWEVEX, the surface
structure of 211 natural languages ig derived from the same graph patierns.
Penel (c) of Figure 8 shcws how the prototype structure of Panel {(a) can pro- .
vide the surface stiructure for a sentence of the artificial GRAMMARL. All the
sentences of GRAMMARL preserve the connzctivity of th2 underlying HAM structure.

s of 1
By this critericz, et least, CRAMMARY could D2 a natural lenguage.

+tain conceivable languages would have surface structures which

cinng OI The underlying structure. Panel (d) illustrates

tha 1 language with the seme syntactic structure as English, but

ent rules of semantic interpretation. In tnis languagz the ad jective
i he

phrase preceding +the object noun modifies the subject noun. As Panel (d) illus-
trates, there is no def ormation of the prototype structure in Penel {(2) to

> - Py
achieve a suriace structure for the sentences in the language. Io matter haow

i+ is attempted some ranches must CYOSS.

connectivity of the prototype network to infer what the
i) the sentence must be. The network

+the right-left crdering of the branchzs or the above-below or-
ght-left ordering can he inferred simply from +he ordering of
2 ntence. However, to speciiy +the avbove-bhelow ordering, BRACKET
ca of infeormation.
ac + could have been assigned
1ight be translated into English syntax as Ci
s below the red square. Clearly, &s these TWo
networi and the sentences are not enough to sncc'
of subtrees in the suriace structure. The diffe
in Figure 8 (c) and 9 15 the choice of which
which is subordinate. I Bl ACKET is also given
proposition it can then 2 amolclously retrieve U
The assumption that PRACKET is given the main promo
to the cleim that the teazcher can direct the learne
asserted in the sentence. Thus, in Panel (¢), the te
learner to the piciure of & red triangle above
have to assume that the learner properly coace *ualized the pictura and that
he also realized the abOVen°ss relation was what was being asserted in the pieturs.
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- N RN Tr .-~

e Q’Ll_ a resort <O & menory 1
ner OF 51gn*f1c@nt considerat
(a). Moreover, renrespntations liﬁe (b

ze acquls ition~—--ncW
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1
15, questions in languag
1lex Veros. To address +this question We ne

s ti-—argusent verbs invo & recresenuauloh like
arning tae role
t

,EJ

mantic function of the case grguments.
he lan ghagﬂ then involves leerning how to assign 1

Lcture like (= ), I will sketc n a system to do this

If we Aoeb the HAM ropresentatloqs then some changes are recuired in RRACKZT-

greaph del cormation condition What is characteristic of multi-argument veros
in HAM is th 2t the arguments are inte*connecbeq by causal rel 1zticns as 1in (a).
Thus, SRACKET shouid be made 1O treat all the terminal arguments in such cousal

a single 1evel of nodes in & graph struciure all con-

structures &5 defining &

nected to a single roct node. That is, BRACE =7 can treat 2 un structure

such as (a) if it werD (b) for purposes of uhilizing the graph deforms icn con-
gition. In fe SACKET already doess tnis in he currenu 1mn*54eqbatxoﬁ

The Datails of ARACKET's, Outpu

So fer, only & description of how one& would retrieve +he surface struc-
ture connectng the content words of the sentence nos been given. Suppose

RACKET were glven A triangle is rhat is sbove 2 small red
A brecketing structure m"°t be imposed on this sentence whicpn will

L1

att_of & sQuare

square.



JOHN TURN ‘KEY  CAUSE. DOOR OPEXN

(v)

JOMN KEY  OPEN DOOR

Figure 10. Alternative prototype structures for the sentence Join
gnened the door with a ¥sve The HAW structure in (a)

introduces too many distincitionss
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also include2 the functicn WOTAS. Given tnis sentence ané she conceptual soruc—
ture in Figure 6, BRACHZE resurnad (G257 (coug GEnT 2 cpiangle) is left-of (G195
G196 a square (G195 G225 thav 1S sbove (G162 G183 2 cmn1l (G182 G185 red (c182
c18L Square)))))). The nain nroposition 15 1057 waicnh 1s gLVED ng the first

term in the wracketing. Tne ?irqt brackeced Sup-2XPression dascribzs tno suo~
ject noun shrass. The vt in the gub-expression Zgié_ls the node that
links the ex edded pro he ma it The I

(V'
tywo words oL +ne sont
The next Two words
proooo~JlokJ corres

=

}
{1
tw

'y
U
ok

gonaing © whese The re v
corresponva to a description ¢195. The jrst embed $TOD
S
v

gl?? asserts this cvjact 15 & quare anc L secoad Pr 5

that gggé_is above G102, Love that the G225 proposition is empadded as & sSUH-
expre:smon within the Q;ié_proposition, "he last element in the (225 proposi-
tion is (€182 G183 a small (G182 G185 red (c182 G1oh square))). This exprassion
has in it three propositigns G183, c185, G18h ebout G182.

ut of TRACKET. Abstractly, the out-

The ahove EX2ED v
d by *Th= rollowing three rewrite rutes:

B andt -

Q
put of BIACKET may o€ spect

i. S~ Droposition element
2. eleu&e;Av "O“d
- element (tooic 8)

That is, each 02

oy
alamant e {-v-n’i o 11

cxeted output is 2 oroT sition node followed by 2 sequence'of
mnese elements arse oither revritien as words (rule 2) or
ons (rule 3). & orackebed subexpression pegins with &

ztes the connection between +he erpedded and empsdding
mepts within an expression are eitner non-meaning be aring

&

N ..t m

pracketed subeXpr es
topic node which ing

[\ ‘-ll Ul

io
ic
prop051t1015. The ele
words or elements corresponding to sudbject, predicate, relation and object
ion. MNote fhat BRACKET induces & CO”“ESuaﬂdque petwesn &
level of brack a 51ngle proaabltloﬁ. Tach level of bracketing will
also correspond to a n network in TAS!s gramial. Because of the modularity
of HAM Dpr OUUS*b*OW:, e modularity is 9C31°V9d for the g“?mhaulcal LEeLWOTKS.

5

4 =

in the prop051b

-

). (D

Ling and
.3
S

When a number of Daagﬁd nrooocﬂuloxu are attached to the same node, they
are er edqad within one another in & ,15ht—oranch1ng manner.

The insertion n of non~function ¥ cords into the bracfatlﬂv is a troublesou&
provlem because there is no semantic features to indicete where they belong.
Consider the first ¥ ord & in the EX"“Dle sentence above in Figure 6. It could
have been placed in the toy jevel Ot £ pracketing oOT in the subdbex® regsion con-
taining triangle Currently, all the function words to the rignt of = content
word are placed in n the sane level as the content word. The bracketing is
closed 1imw nediately arter this content word. Therefore, is is not placed in
the noun-phrase bra c?etlng. This heuristic seems 1o WOrk % more often than not .
Eowever, there cleer rly are cases where it will not work. Consider the sen-
tence The boy wno Janp spoke to Was deaf. The current PRACKET program would
return this as (Z;no Loy (wWho Jane 'pohe)) to was deaf). That la, it would
not identify tO to as in the relative clause. olAllarli, non-meanis ng-bearing
suffixes 1like geqdo* would not be retrieved &S part of the noun by this
heuristic. HoWever, there is @& strong cue to makKe bracketing &pPPrOPT riate in

these cases. 1Tnere tends to be & pause afteh morp hemes like to. Perhaps such

L3



pause sLruciurs=s could be called upon to help the BRACKET program descide how
to insert the non-neaning-beaving morphemes into tna hrackebling.

aring morphemes pose furthar problons begidss
such wmorphemes 1 a noul phrase. Thes Seq
hat, in principle, might constitu'z &n arpit
e's semantic refer=nt ~ould provids no cuss
t lanzuage, Thersfore, we wonld be back to t
g duction task that vwe naracterized in the 1
comfo z to chserve that the structure of tonese st
non-meaning~bearing morpaemes tends to be very simple. There arz nout many
exumples of thnese strings being longer thon a single word., 'Thuc, iy gecns
thet Lhe languagesz constituted by thecoe non-ne enning-veuring strings are nothing
more than very simple ficite cardinality 1unéuagcs which poce, in tnemoclves,
no serious induction problems. The various stretches of non-mzaning-boacing
rorphenes in a sentence could elso have complex interdeps endencias thereby poslng
serious induction problems. Agein it doss not seem to be the case that these
¥ structure of natural langzuzg

dapendencies exist. So once agaln wWe find that the st
simple just at those points where it would have to be for & LAS-1ike induc-
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Tn concluding this section I should point out one example sentence which
RRACKET cannot currently nandle. They are respec tively sentences 1like Jonn_and
nd langhed resovectively. Tne n*oblam will such a sentence is in 2t
is tne following prototype structure:

1 2

vd
g

Jonn dance Bill . laugh

rhus John and dance are close together and so ere Bill and lzugh. However,

the senbence intersperses these elements JLSﬁ in the wa wvay tnau nakes bracketing
impossible. There are probably other exenr ples like this, but I cannot think
of them. TFortunately, this is not an ubterance that eppears early in child
speech nor 1is a particulerly simple one for adults., Of all the grammatical
constructions, the respactively constructlon js the ocane that most sugzests the
n=zad to have t”ansfovmaulonal rules in the graxiir.

s is capable of
ly modify the grarmar sO
complete. 1t receives’ ..

The function of SPEAKTEST is to test wnether 1t
generating a sentence and, if it is not, appr opriate
fthat it can. SPEAKTEST is called after BRACKET
from BRACKET a HAM conceptual structure, & ormck d sentence, the main Pro-
position and the topic of the sentence. As in the SPEAX progran SPEANTEOT
ettempts to find some path through its network which will express a proposi-
tion attached to the topic. 1¢ it succeeds no modifications are made to the
retwork. If it ceanot, & new path is built through the network to incorporate

the sentence.

"1
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The best way to undershand the operatica of E

through one example. 1ne tarzet languazge it was given tO le

Ldble L, This is & very simple languase Git

a3 a smaller vocsbulary to make it mor

this 1an unge 1s that it is of Just suf
io I

n, LAD has leern

acquislt ion mechenisms. In aQQAt

P

Table 1.

Figure 11 11lustrates LAS's
come 1in. Tao first senteace 1 DLk
returned by BRACKET as (G174 (G115 GLLo
c1Th refers bo the main proposition given &s an &r
tais is LAS's first sentence of the lanzuag® the START network will, of course,
conpletely fail to parse the sentence. 1t nas no gramrar veb. Therefore,

it induces the top-level START networs in =1 igure 11. A llSulF5 of the cxact

) s given below the grapaical lllUSbruU on in Figure 11.
nts after G17h in the bracketed sentence are them-
3t two arcs in +he network will be pushes to Sub~

¢ contains & condition on the wWor d 2oove, Tne restric-
is that it b= & empber of tne ¥WO ord cWas AlOO This CWass was

» this sentuence and only contal o*d apove at this polnt.

zins e

' tructed & path through the START network, SCDAKTE T checks ths
subnetworks in that path to see whether thsy ca hendlie tne bracketed subexpres
sions in ithe sentence. This is accoi? siishad by 2 recursive cail to CPEANTEST.
Tor the first phrase, SPEAKT‘QL is called, taking as ar gunants the network AL95,
the pnrase \Glld sqa&re) and uue. Lopic S AP notvoyl STHA 8105 the word clﬂss
A211 is created to contain square, and in neotwWork AL9T the e word class A221 con-
fains triangle. 1nes:2 two sudbnetworls should be tne seme in e Tinal gremmar
but LAS is nov prepared to risk such a gen=rad alization at this point.

Note in this example how the bracketing provided by BRACKET comaletely
specified the ex pedding of natwork Tne sentence provided by BRACKET was
(Gl?h (G115 G116 square) (G118 G1L9 trianzle) evove). The first element GLTh

as the main UL00051u10ﬁ. The second elemsnt (G115 G116 sqpore) was a bragh,bed

suoa<preosLon indicating & subnetwork should ve created. Similarly, the third
expression indicated a subn network. The last element above was & single word
end so coula be hendled by = meRory condizion in the mein network.

The seccnd seuntence is triangle sguare right-of. This is transformed DY
BRACKET.to (G315 (gehb GehT Triangle) ( 3L square) right-of). Because
of the narrow one-member word C classes thi entence cannot be handled by tnhe

s

current grammar. However, SPEAKTEST does not add new network arcs to nandlie
+he sentenca. Ratner, it expands WOT class 2199 to include right-of, word
class A211 to include tr*anrle, and word class A221 g include square. The
grawmar 1s nov ot such a stage that LAS could speaX CT understand tha senuences

triangle sauare abova Or square Sauare rizht-of and other sentences which 1%

BN
¥
ere oy =
Ted not studied. Thus, elready the Firs:t generalizations have been made. LAS
can produce and unders uan& novel santenc

This illustrate
SPEAKTEST prograll.
SPEAKTEST decidgd to use the exist

the type of generalizations that are made within the
or instance, consider e g2 zation that erose when
Ling netvork.struch;re to incorporate triangle

c‘fﬂr

S S
25
—
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START A5 5195
£ 4211
AL95 e s STOP
£ A22]
a9y —EREE —»STOP
A199——2=ABOVE
A21Y ~~SQUARE
5957 e TRIANGLE
s G)}i_
A Y 7 S P
) rd G‘ F
GH7 G316 ASF
7 Y | V N’ S/ P
| 28:
G246 RIGHT-OF 483 SQUARE -

TRIANGLE
((TRIANGLE)(SQUARE) RIG

1 e
jyel -0 Iy

Al99~—*—~“e>ABOVE,RlGHT~OF
;?SQUARE,TRIANGLE

A211:

A22}-—~v—5>TRIANGLE,SQUARE
f£irst two sentences in the

FPigure 1} 14S%s treatment of the
jinduction saquence.
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Anderson

LJ

tence. This involved (2) using the same subnet-
for square and (b) expending the *er class A211

the {irst . 1 of th :
work :}?5 +tl had bzen ¢

rezted
to include triangle. Both decisions rested on cemantic criteria. The network
al a T

ALGS was creatcad to analyzz a desc iptinn of ode attached to the main propo-
sition by t 2 S. Trianzle was & G=3T; tion of the ﬂo&~ o6 which is
' by 1 in n i
s th
twork tine
de.
ass.

In making these generalizations, S
eoout the nature of natursl language. This

jop 5. Words or phrases with identical sementic functions at identical

in 2 network behave identically sY¥ ~tzatically. Tanis is the assunpticn
s e-induced egqulvalence of syntex. 4+ s another way in walch sexzantic
on fac 111ta*ﬁs grammnar inducti I arly need not ve brup o? an
trary language. Fror instance, decisi
i r ecl e in ube ooﬂect noun phrases.

jzation, would not be

I S PR S R - TAC

Figure 12 illusir ates LAS's nptw rk gremnar after two more sentences have
come in. Dbenvences 3 and b iivolve bue rol i

treats these &as syntactic variants of atove an rigat- of which differ in their
assignment of +heir nown phrase argut uments ©o the lovlcal cauevor*ea subgect apd
object. Therefore, LAS creates sn alter

+o accommodete this possibility.

LUned oCade Gaaa ek T e - -

Figure 13 illushrates the course of LAS's learning. Altogether LAS will
be presented 14 sentences. Subsequently, = will have to meke three extra

generaliza ations ©To cepuure the enbire terget language. Piotted on the ebscissa

ot U)

3o

is this learning history and along tne ordinaie We have the natural logarithm
of the number of sentences which the greamzar ca2n handie. This is a Tinite

ianguage, unlike GRAMMARZ, and therefore tae number of sentences in the language
will elways be finite. As can be seen frcn Figure 13, oY the fourth sentencs
1AS's gramoar is adequate 1o handle 16 sentences.

LAS‘S grammar after the next five sentences is illustrated in Figure 1k,
These are LAS's first encounters witn twe word noun phrases. A1l five sentences
involve the relations right—of and above and therefore result in the elaboration
of the A195 and A19T suo-networks. Comsider the first ce, square red
triangle bluz above, waich is retrieved oy BRACKET as (CeTo €271 s
(G270 C272 red)) (C303 C30k triangle (c20 270). Cons
the parsing of the first noun phrase. Hot C
is embedded within the larger noun phrase

embedding which BRACIKET always imposes o & seqtenve_ Tmis will cause SPEAX-
TEST to create g push to an erbadded network within its A195 subnetvork. As
can be seen in Figure lh, the existing &rc centaining the A211 word class

is kept to handle squa*e. Two alternative arcs are gdded——one With & push to

cr U’\l

L7
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LAS's grammar 24
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ter studying:

1. SQUARE TRTANGLE LBOVE
2, TRIANGLE SQUARE 1
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Generalizations
The growth of LAS's grammar with its learning history.



Additions to LAS®s grammal after studylng:

1. SQUARE RED PRIANGLE BLUE AZOVE

2, TATANGLE LARGE SAUARE SuALL RIGAT~OF
T TRIANGLE RED PRIANCLE RED ABOVE

L, SQUARE SIALL MRIANCLE RED RIGHT-OF
5, SQUARE BLUZ TRIANGLE LARCT RIGHTD-OT

>~ STOR C560 -

C510 = small,blue,large,red
small,blue,large,red

a

N

w

(02
I
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A f‘f.l =T 500

- . | A
the Chih 1,0), petwork ena the

o)
tho —o‘d class €510 is s=t up which

ronsition. within tha cLEL n=ivork
ond n e word red,

llustra‘es g, more con ar vcti 2 way tha
- A o} c o

ust those words
(d) illustrate how
lef r ion in natural languzge.
Suppose £ ~nild hears pirases 1ike Tne bo¥, £ G9o» at, ebc. He would seb
2 -crﬂnt an{ artic;e ‘oLloJﬁd Ly any noun. Suppose, he
e ha 1 =L
r&seﬁ*Pd in Lib as 12 T DOy T S.
1leftv - 2 ratior ; =1d.co struct the n2b wors illustratead in
ate=d the ceneral ation that foots is the
- 100v>

pruralsass v 8 ":r;hezic gﬁ*ﬁ*ﬂ“ﬂvﬁ*Wﬁﬂ is, of conwrse;

2 notorious OV wal 4 lanzuage (e.g., EXVii, l9oh) Vnat

js distinctive ach mo*pﬁemlc cules is that there are & namoar of alterne-—
tives gnd no sis to choose betwaen them. Because of it 5 principle

of sementics—in uivalence of syntaX, LAS will ovargﬁna“allze in those
situation Ap , children &re operating under a similar rule.

LAS needs to be endowed with a mechanism TO allow it to recover from such
Cvprce“vralizations. Therefore, one of tne future aaditions to LAS w11l have
to be a RECOVER program. Copsider how it wo ould work with this DluraWization

example. Suppos LEARIDMORE receives ithe sentence Th2 toet are above the
sriancle. 1o atbeuvulnc to analyze the gentence in SPFA{TRoT, the plural
foots will be generated but will mismat ch the sentence. RECOVER has as its

function to no-e such mismatches. Since it 1is possible that there are tTWO
alterncte Ways of expressing plu urality, B RELCOVER cannot assuze its gramdar is
Wrong. Rather it will interrupt the jnformation flow and chack the accepta-
bility of The foots are above U the trianzle. That is, RBECOVER will explicitly
seek negative information. Upon learning the expre;31on is ungr@m¢au1cal
RECOVER will take foot out of the word cless that is oluralized by 's.

o

;

1 . .
To mccomplish this T would have TO put within 145 som? pschanism that will
segment words jnto their morpnemss.
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