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r\\é\ - The set of computer projramns Xxnown as Heuristic

}Q » DEEDRAL is an attenpt to develop machine intelligence in a
scientific field, 1In particular its task domain is the

analysis of mass spectra, chemical data gathered routinely

from a relatively new analytical instrumnent, the nass
spectrornter. Heuristic DTUDRAL has been developed as a
joint proiject of the ne'ariwﬂn% of Computer Science,

Cheanistry, and Genretics at Stanfori University. This

collatorationr of chemists and conrputer scientists has

pro?pced wvhat appears .to Le an interesting prograrn from the

view}b&gt,gf,axtificial intcelligence and a useful tool fronm
R

the viewpoint of chenistry.
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For this discussion it is sufficient to say that a mass
pectrometer is an instrument into which is put a uinute
sample of somn chemical conmpound and out of which comes 3ata
usually represented as a bar graph. This is what is
referred to here as the mass spectrun. The instrunent
itself bomhards molecules of the cowpound with electrons,
thereby prolucing ions cf Aifferent masses in varying

proportions. The x-points of the bar graph represent the
I

nasse

N

of ilons proluced and the y-points represent the

relative abundances of ions of these masses.

The Heuristic DENDRAL procass of analyzing a mass
spectrum by computer consists of three phases, the first,
preliminary inference {or planning), obtains cluzs from the
data as to which classes of chenical cormpounds are suggested
or forbidden by the data. The second phase, structure
generation, enunerates all possible explicit structural
hypotheses which are conmpatible with the inferences made in
phase one. The third phase, prediction and testing,
predicts consequences from each structural hypothesis and
compares this p;@diction with the originral spectrun to
choose the hypothesis which best explains the data.
Corresponding to these three phases are three sub-prograns.
The progran (s) have heen described in previous publications,

primarily in the volume of fMachine Intelligence 4, and in a

4}

eries of Stanford artificial Intelligence Project Hemos (4,



5, 7).

The TI'relipinarcy Inference Maker progran corntains a list
of names of structural frajrents, each of which has spaecial
characteristics with respect to its activity in a mass
spectrometer. These are called "functional groups'. Each
functional group in the list is a LISP aton, with properties
specifying the necessary arnd/or sufficient conditions
(spectral peaks) which will appear in a mass spectruw of a
substance containing that fragment. Other properties of the
functional gronp indicate which ot her groups are related to

this one - as special or general cases.

The program progresses through the group list, checking
for the necessary and sufficient conditions of each group.
Two lists are constructed for output: Goodlist enurcrates
functional groups wvhich might ba present, and Badlist lists
functional jroups which cannot be in the substance that was

introduced to the mass spectronmater.

Goodlist and Badlist are the inputs to the Structurs
Generator, which is an algorithnic generator of all isoners
(topologically possible graphs) of a given empirical formula
(collection of atoms). Fach Goodlist itew is treated as a
"super atowr", so that any functional group inferred from the
data by the Preliminary Inference Maker will be guaranteei
to appear in the list of candidate hypotheses output by the

Structure Genarator.
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ne Structure Genreratorts oporation is hased on the

a

DENDRAL algorithm for classifying and comparing acvclic

structures. (%) The als

w
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rithm guaranteecs a comrplete
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non-redundant list ef isoners of ap empirical forwula. Tt

i

is the foundetion for the development of the vwhole rass
spectronectry progran.

The third sub-program is the fass Spectrum Predictor,
wvhich contains what has been referred to as the "complex
theory of mass spectrometry”. This is a wmod21 of the
processes which affect a structure when it is placed in a
nass spectromneter. Some of these rules determine the
liYelihood that individual bonds will break, given the total
environnent of the tond. Other rules are concerned with

larger fraygments of a structure - like the functional groups

which are the hasis of the Preliminary Inference taker. Al

)

these deductive rules are applied (recursively) to each
structural hypothesis coming fron the Structure Generator.
The result is a list of nmass-intensity nunber pairs, which

is the predicted nass spectrum for each candidate molecule.

Any structure is thrown out which appears to he
inconsistent with the original data (i.e., its predicte3d
spectrum is inccupatible with the spectrun). The remaining
structures. are ranxed fronm mrost to least plausible on the
basis of how well their spectra compare with the data. The

top ranked structure is considered to be the "best



explanation®

Thanks to the collahoration of Dr. Gustav Schroll, an
NER (Nuclear Magnetic Resonance) Predictor and Inference
Baker have heen added to the prograwm. Thus thoe progran can
confirm and rank cardidate structures through predictions
independantly of mass spectroscony, bringing the whole
process more in line with stanlard accounts of "the
scientific method". Thus the Heuristic DENDRAL program is
expanding from the "autonmatic mass spectroscopist? to the
"automatic amnalytical chenist". Other analytical tools,
such as infra-red spectroscopy will bhe incorporated

eventually.

Three papers have appeared in the chenmical literaturs
(1, 2, 3) in the past year. The first paper describes the
Heuristic DINDRAL program and tabulates nunhers of isoners
for wany conpoundis. This is of particular interest to
chenists becausc it indiéates the size of the search space
in which structures must be found to match specific data.
The second paper explains the application of the proagram to
ketones: the subclass of molecular structures containing the
keto radical (C=0). The whole process fron preliminary
inference (planning) through sStructure generation ang
prediction of theovetical spectra was applied to many
exanples of ketone spectra. The results, in terms of actual
structures identified, were encouraging. The third paper

explairns the application of the program to ethers.



Pt

Introducinrg the HFER Predictor contributed to the successful

results which are cdescribed in the ether paper.

Acceptarce of these papers by a chemistry journal is
some measure of the progranm's capability, but indicates more
its novelty and potential, A better measure of its
perfornance level is provided by comparing‘thp program with
professionals, In July (1969) Professor Carl Djerassi, an
eninent mass spectroscopist, asxkxed the merhers of hisg
graduate mass spectroretry seminar to interpret three rass
spectra, giving them only the empirical formulas of tha
structures and stating the fact that they were acyclic
structures - just the information given to the program. On
the first problem, the program and one graduate student got
the correct structure; ancther graduate studert and a
post—doctoral felloy were bhoth close, hut not correct. On
the sccond problem, the program got the correct answer; two
graduate students included the correct ansver in
undifferentiated scects of two and four structures; while the
post—doctoral fellow missed the answer. Onp the last
problem, the proaran missed the correct structure and the
post—doctoral fellow included it in a pair of ecqgually likaly
structures., The compputer 5pent approximately two to five
minutes on each problem; the chemists spent betwveen fifteen
and forty minutes on cach. TFrom this small experiment anl

their own observations, (adnittedly sywpathetic) mass

L

spectroscopists have said the program performs as well as

graduate students and post-doctoral fellows in its linited



task Gomain.

Succass of the mass spectronetry program is
encouragirg. Ore reason for this success is +ho larye
anount of rass spectrometry knowledge wvhich chemists have
imparted to the preogram. Yet this has been ore of the
biggest bottlenecks in devoloping the prograrm. Yhen thara
was only one theory of mass spoctrometry in the program,
viz., the complex theory in the Prodictor, we were
relatively insensitive to the difficulty of adding new
information to the theory. Although it was a time-consuning
process, it was still manageable by one programner, working
with one chemist, with most of the time spent prograuping as
opposed to criticizing. Ry the time the planping phase was
addad to the program, it was easier to see how to shorten
the task of programming hy separating the chenical theory
from the routines which work on *the theory. The separation
was by no means complete here, but it was successinl enough
to reduce the programninc time drastically for the addition
of new picces ¢f theory. Because the theory could be
changed by changing an entry in a table, many iterations
with the expert were now possible in a sinvle one or two
hour session at the console. The preponderance of time was
now spent by the chewmist deciding how to change the rules in
the table to bring the program's behavior more in line with

real Adata.

The organization of the Preliminary Inference Yaker



nade the process of expanding its chenical knowledge
relatively simple, compared to the process of puftixg
knowledye into the Structure Generator and Prediztor
progranms. Doth of these proygrams are on their way to
becoming "table drivan® in much the same way as the
Preliminary JTnference iaker is now. (See Part IV.) Yet,
re-designing the programs to allow easy additions and
changes to the chenical knowledge will not solve all our
problemns. 3Because mass spectroscopy is a relatively young
discipline, the theory does not exist in any sort of
comprehensive codified form. Part IT will discuss sone of
the problens of obtaining the chemical theory that has been
incorporated into the proyrams so far. Further, the
presence of any body of knowledge in the programs brings up
questions of how and where this knowledge is to be
represented, stored, and referenced within the programs.

Part IIT will elaborate on these issues,.

PARY II: ELICITING A THREORY FROHI AV FEXPERT

As in the case of the Greeunblatt chess program, the
proficiency of the mass spectrometry progrém is due in large
measure to the great number of times the bhehavior of the
program has been criticized by good "playvers", with
subsequent nodifications to the program. In hoth cases, the

a

heuristics of good play were not born full-blown out of the
] e

head of the programmer; they vere built up, wodified and



tun2d through many interactions with persons who wero in a
position to criticize *the perforpance of the progran. Yot
orne of the groatest bottlenccks in our total system of
chenists, prograwmers and program has been eliciting and
projranping new pieces cf inforration about nass
spectronetry. One problem is that the rate of information
transfer is rnuch slowar than we would like. And another
probler is that the theory itsalf is not as well defined as
we had hopad. Since these two problems are common to a
broad range of artificial intelligence programs, our

encounter with them will be descrilbed in cdetail.

It should be understood from the start that thero
presently is no axiomatic or even well organized theory of
mass spectroretry which we could transfer to the progran
from a text book or from an expert. The theory is in very
much the saume state as the theory of good chess play: there
exists a collection of principles and empirical
generalizations laced throughout with seemingly ad hoc rules
to take care of exceptions. WNo one has quantified these
rules and only a few attemvts have been made to systematize
them. Thus the difficulty in eliciting rules of mass
spectronetry frog the expert lies only partly in the
clumsiness of the prograr: the primitive state of the thoory
cartainly contributes tc our difficuléy too. In our case,
this problem hes been compounded by having thre theory of

mass spectronetry in two Aifferent forms in the program: one

in the prediction phase, and a less conplex == but hopefully
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comnatinle ~— theory in the »lanning phase. T ho
L 4 ’e

(X

inplications of this added difficulty will be discussed in

Part ITI.

The following dialog illustrates some of the
difficnlties we encountered at the console, apart from
machine troubles and programning problems. Tt is not a
literal transcript, but both parties to the actual dialoy
agree that it is a failr condensation of sone of the sessions
in which they focused on the Predictor's theory of nass
spectrowmetry. The sessions, typically, were one or tvwo
hours long. RBecause puch of the process depended on vhat
the progran could do, hoth partiss sat at a teletype tied to
the PDP10 time sharing syster in which the LISP prograns
resided, The expert in this dialog is 2, the programmer is

B, and neta-comments are hracketed.

A: 'Since E1 Supremo anl the rest want us to work on
ketones, T guess we should get started.

B: OK. Incidentally, why are ketones importdant?

A: Besides belng very common in organic chenistry we also
know sowething of their mass spectronetry because theylve
been studied a lot.

B: What subgraph exactly will cause a nolecule to be

classed as a ketone?



iz The keto, or carbonyl, radical. That is -C=0

[
-t

{noticing puzzled look).

"

B: Then all of these are ketones?
CH3 - CH?2 - C=0 - R
Cii3 - ¢=0 - 01

E - C=0 -

J

A: Wait a minute. The first two aro ketones, but the last
one is a special case which we should distinguish in the
progran. It defines the class of aldehydes.

B: So can we formulate the geueral rule that a ketorne is
any molecule containing C - C=0 - C {thinking of the LTSP
list *(C (2 O)(1 C)y (1 ¢c)y Y.

A: Thatt's it.

B: VNow what mass spectrometry rules do you have for
ketones?

A: Three processes will donminate: alpha-cleavage,
elinination of carhon monoxide fronm the alpha-cleavage
frajyments, and the dclafferty rearrangenents.

B: OK. I wrote those down -- now tell pe exactly what
each one means. Start with alpha-cleavage -- do you m2arn
the bond next to the hetercatom?

A: (Digression on notation -- often alpha-cleavage wouls
mean this bond, but not for mass spectroretry.). ... Here
alpha cleavage is cleavage of the C~C=0 bond, i.=2., cleavage
next to the carbonyl radical —=- on both sides don't forget.

B: All Light. That's an easy rule to put in {translating
to a new LISP function which defines alpha-cleavage as

cleavage which results in a fragment (i.e., a list) whose

- 11 -



first

atom nas a non—carber atom on its property list).

Shall we say tle peaks are always high?

Al

That will do as a start. #e don't really payvy wruch

attention to intensities just as lony as the poaks sbow up.

(Peasons wny exact intensities cannot be computed are

explained briefly -- R's interpretation is that chenists

just

B:

don't know enough about themn.)

Now let's get cn to the second process -- loss of

carbon monoxide from the alpha-cleavage fragments. ¥%oul3d

you write that out in detail? Exactly what happens to the

fraghment CH3-CH2-C=0 for instance?

peak

Let's see, that is nmass 57. You will see a high 57

for this fragment and vou'll also see a 29 peak hecause

of this process:

Bz

- €O CH2-CH3 (m/e=29)
<P ——
-

Cil? - CH2 ¢ C=0 - CI2 ~ CH3

Is that all there is to it, just drop off the C=0 fron

the fragment (thinking of making a secord call t5 the LISP

function which breaks bonds and returns fragments). Does

this

t he

[

happen in every caso?
Yes it's that sinple.
What about the intensities of these new peaks?

Yell, as far as we know they'll be pretty strong all

time. Let me chack some spectra here. (A looks through

a notebook containing some mass spectra of simple ketonss to

check on the relative ahundance of alpha-cleavage minus 28

- 12 -



peaks.) «»e ¥vell some of the time they're not recordsg
below mass 40 so it's a little hard to say. TPut it loors
like the alpha-cleavage niaus 28 peaks are avout halfl as

strong as the alpha-cleavage peaks in most cases.

=»+ {A and B digress on the generality of the process; A
thinks of the cheaical Frocesses, while B thinks of their
LISP representation.)

Az (Finally.) Wow the last important process for ketones,
and this also holds for aldehydes too, is the HcLafferty
rearrangement. That is just beta cleavage with migration of
the gamna hydrojen.

B: You lost me again. %Wounld you write down an example?

A: Take the case we've hean working with, but with a
normal propyl on the one side. Here's how ve would show

what's goiny on:

Cl2 CH2

/ \§ 4

Ci3 - CH2 -C CH2 CH3 - CH2 - C

H t i
O CH2 0OH

+'<\\ / +

i
m/e=100 n/e=72

B: T guess I still don't understand. Would you nind going
through that step by step?

A: We can't really say what the sequence of events is,
just that from the molecular ion of mass 100 you get another

ion of mass 72 -- tha NcLhafferty rearrangenent is just one

way of explaining how that happenus. (Digression on how

- 13 -



chenists can be confident of what the process is, incluling
some discussion of deuteriunr labeling, and meta-stable
transition peaks.)

B: Supposé we wanted to tell the program ahout lclafferty
rearrangements, as T guess we do. What do T tell it in this
case?

ee. (A and B work out the details step by step as best they
can. Both A and B suffer from 3's iack of experience.)

B: Let's sce if I have this straight with another example.

.ss {B picks an examrple which is too difficult for the
first approximation to the rules which he understands at
this point. This leads to a lengthy discussion of the
conditions under whicl just one lcLafferty rearrangenmnent
will occur, and conditions under which a "double MNclLafferty"
will occur. At the end, B's nmost valuable possession is a
piece of paper on which A has sketched several exanples with
cryptic notes. B promises to program these three rules,
knowing full well that he won't get them right the first
time but knowing that it will be easier for A to correct
specific errors than to understand everything at once. 2
promises to review the pulklished spectra of simple kXetones
to come up with sone closer estimates of the relative

intensities of the peaks resulting from these processes,)
Second Session:

B: The program and J are a little smarter than last tire.

But we both need some help., Let me show you what it does

- 14 -



with a few specific examnplas., (B calls the vrogranm, apd
types in a few exanrples,)

«+«+ (At this point, A looks at the exanples and their
corresponding entries in the notehook of actual mass
spectra. As he looks he diagrams the processes -- typically
all processecs for a mclecule are superinposed on the graph
structure of the wmolecule, with arrouws pointing out of the
main graphk to the graphs of "daughter ions".)

A: In all these cases the alpha-cleavages are pretty good,
the alpha-cleavage ninus 28 peaks are 0K most of the time,
but I don't understand what the progran is doing with
Mclafferty rearrangements. Also, therc are a couple of
things that I didn't mention last time -- I remenbered then
as I revicwved the ketone literature last night; so naturally
the progran doesn't Xnow about themn.

B: Let re write these down.

A Two things: there is a difference in relative
abundance of the alpha-cleavage peaks depending on whether
it is major alpha or mirnor alpha, and second, very often you
will see a dcLafferty plus one peak after the NcLafforty

rearrangenmnents,

i

B: Llet's core bhack to those after you've told me what is

wrong with the program as far as it goes.

o

Az {Looking at the examples run by the program.) In th
first case you have the alpha-cleavage and alpha minus
carbon monoxide peaks. But what are these others?

B: let's gee. (B inputs the example again with a switch

turned on which allows him to see which major functions gat



exccuted and what their results are.) The proyran thianks it
can do a double ¥cLafferty rearranjeent --- isn't that
right?

A: It shoulld do one lcLafferty rearrangencnt, but T dor't
see the right peak for that. Here is the oue it should 4o
(sketching it out), Tt looks like youlve tried to Ao
something quite differcnt.

wsas {(After much time the errors are traced to a basic
misunderstanding on RB's part and somre programming errors.)

B: Well I guess I'd better take care of those things
before you lock at more examples. Perhaps I can add those
other things you mentioned earlier. What's this husiuvess
apout maijor alpha and minor alpha?

Az It is just a way of bringing the intensities predicted
by the proygram more in line with the actual intensities. TIn
these examples the rajor alpha cleavage is the
alpha-cleavage in which the larger alkyl fragment is lost.
(A sketches several exawmples to illustrate his point.)

B: ¥hat sort of jeneral principle defines the nminor alpha?

A: The larger alkyl fragment lost.

«+a {B agrees to put this in the program after getting it
clear. A new LISP function 1is mostly conceptualized by nhow.
Within a few months, lowever, some poor results were traced
to this forr of the princivple, so 1t had to be reforwulated
to consider more than merely the size of the fragment.)

B: Mow what about tlke other thing -- the
HcLafferty-plus—-one-peaks?

A: ¥W%ell, we don't know much about it, but it seems that in

_.16...



almost all cuses wherc you sce a Fclafferty rearrvangenent
peak you also seo a peak at one mass unit higher. 0f course
We can't say where the extra nass comes from, but it doesp't
rcally nmatter,

B: Suppose the program just sticks in the oxtra peak at
x+1 for every x frcm a McLafferty rearrangement?

««e (B's suggestion is notivated by the existing LISY coie.
The only time the program knows it has a tcLafferty peak is
inside one function. After a brief discussion of this, bhoth
A and B 4decide that the next step is to get the progran to
make more accurate predictions. The discussion switches,
then, to adding this ketone information to the planning

phase of the progranm.)

After decidingy upon an interesting class of organic
molecules, such as ketones, ethers, or anines, the first
step toward informing the'program about the mass
spectrometry theory for that class is to ask a mass
spectroscopist what rules he generally uses when considering
nolecules of the class. Iis first answer is that he expects
specific fragmentations anA rearrangemnents to doninate the
entire process, with different mass nunhbers resulting in
different contexts. He exrects just four processes to
explain all siynificant peaks in the nass spectra of acyclic
ketones: (1) cleavage next to the C=0 (keto) group, i.e.,

alpha-cleavage, (2) loss of carbon monoxide (CD) from the

- 17 -



ions resulting from alpta-cleavage, (3) the rearrangemont

rocess xnown as the "iclafferty rearrangenent? pigration
J

of the gamna hydrogen to the oxygen with subsequent beta
cleavage), ard possilbly (4) addition of a proton to ions
resulting from lickafferty rearvrangements. The last process
is given far less weight than the first three, srcemingly
because there are still too many exceptions fo put much
confidence in 1it. But it is still useful enough of the
time to warrant inclusion in the list. It is impossible to
identify a process with any specific mass numher because
these processes result in different spectral lines wvhen
applied to different structures. For example,
alpha-cleavage (next to the C=0) in £-C-C-C-C=0-C-C results
in peaks at nmass pcints 57 and 71 while in C-C-C-C-C-C=0-C-C

the alpha—-cleavage peaks are at mass points 57 and 85.

These four rules were put into the Predictor's complex
theory and, in a different form, into the rough theory of
the planning stage. The problems we encountered with these
rules arce typical of three fundamental problenms we have
learned to expect: (1) unanticipated concepts reguire
additional prograwmming, (2) counter-exanples to the first
rules force revisions, and {3) a false start leads to a

change in stratejyy.

the flrst difficulty is just a variation on the old
adage "Ixpect the unexpected". In our case one root of this

problen is lack of coamnmunication between expert and

- 18 -



hon-expert. Because the expert tries to make his
explanations sinple enough for the layman he leaves out
relations or concepts which very often turn out to be

inportant for the perfornmance of the progran.,

Initially the Fredictor's theory treated ecach cleavage
independently of the others. But the introduction of the
concepts of major and minor alpha-cleavagas destroyed this
independence and forced revisions on the program. Since the
expert measured the relative abundance of ninor
alpha-cleavage peakxs in terms of the ma jor peaks, it was
essential to calculate the abundance of the ma jor
alpha-cleavage pecaks first. The technique for handling this
was to introduce a switch indicating whether the major
alpha-cleavage had been encountered yet (with appropriate
tests and settings in various places). The underlying
reason for using this technique rather than another was to
plug the hole as quickly as possible (and as a corollary to

fix things with a minimun of reprogramnming).

In the planning stage, the anticipated form of a rule
was a list of peaks at characteristic mass points, (where
these could be relative to the nolecular welght). But in
order to identify alpha-cleavage peaks in ketones the
progran needed to find a pair of peaks at masses x1 and x2
wvhich satisfied the relation x1 + x2 = molecular weight #

28. So the progranm was extended in two ways to account for

this: first, a LISP function was allowed to stand in place

- 19 -



of an x,y pair as an accoptable rule form in the table of
planning rules, and second, a functiorn was alded tn the set
of available rules. The function looks for n peaks x1,
ave, Xxn  which sum to the molecular weight plﬁs k, where n
and k are different for different functional groups (n=2, k=

+28 for ketones).

The sacond fundanental difficulty in this whole process
has come after the additional programming was completed to
take care of new concepts,'when we are in a position to try
out the prograns on real data. Typically these first trials
uncover counter-examples to the initial set of rules: e
have often bheen surprisel at the low guality of the
inferences on this first pass. For example, we guickly
found that the theoretical ketone rules did not always hold
for methyl ketones, i.e., for structures containing the
radical -C-Cii3. The alpha-cleavage on the methyl side
produced a wuchk weaker peak than was originally expected,
and methyl ketones often failed to show significant
McLafferty rearrangement peaks, contrary to expectations.
Thus It was necessary to alter the original rule that both
alpla-cleavage peaks for Xetones nmust be high peaks, *to
allow for the virtual absence of the peak corresponding to
loss of the methyl radical. Also, because of the nrethyl
casa2 it was necessary to alter the conditions which
determined the strength of Helafferty rearrangenent peaks in

ketones.



.

Lxperirental mass spectra often contain pdaks which the
theory either cannot account for or would have pradicted
vere absent and tha spectra often fail to show peaks whers
the theory predicts there should be sowme. Because of this,
the first atterpts to use alrost strictly theoretical Tules
in the context of real data often reveal counter-examples to
the rules. 1 theoretical chenist, howeyer, ¥ants to sweep
away these discrepencics -- wo have heard such comments as
"typing errort, "recording error", "impure sampla",
"insensitive instrument", "uncareful Operation of the
instrument”, and so on. In tracking down the source of the
discrepancies we first chack the original data to see that
the computer has looked at what ve wanted it to,
Occasionally, our friends have even re-run samples in their
own laboratory to check the reliability of the data. But
our limited experience indicates that the data are seldom in

error: it is the theory that needs more work,

From the chemists? point of view, the dialogy process is
also helpful for discovaring gaps in the theory. Only when
they started stating their theoretical rules as precisely as

the computer progjram demands did they realize how little

{|

their theory of mass spectroscopy says ahout sone simple
classes of moleculas. For example, when considering the
class of amines, a chenist wrote out 30 interesting amine

Superatons* which he helieved exhausted the possibilities.

A

A program which was developed later to generate superators

convinced hin there vere, in fact, 31 possibilities. Fven
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Professor Carl Djerassi, author of a comprehensive bhool on
mass spectroscopy, terms his exposition "woefully
inadequate” in nlaces because of the gaps discovared in the
conputer model. (research is underway to fill these gaps.)
* As readers of the Machine Intelligence 4 description
of Heuristic DEJDRAL vill remember, a superafom is a
structural fragment which is treated as a single unit. For
exanple, when given the amine superatom -CH2-U'i-Cii3, the
projram will use this structure as an atonic element vithout
considering any structural variants of it such as
~CH2-CiH2~kH2. Thus several atoms in the grapk can be
replaced by a single superatom, at a considerable saving for

the Structure Generator.

Making a false start is the third type of problemn,
which is usually discovered only after a few iterations of
exanining new results and patching rules. Recause this
requires tacktracking and reprograrming, i£ is painful to
realize that sone early decisions were bad in light of
subsequent developments. We have had courage enough to
lakel only a few of our decisions as false starts. For
example, in the planning phase we guickly got into trouhle
with identification rules for ether subgraphs by
over-specifying the subgraphs. We had successfully attacked
a previous class of molecules (ketones) by dividing the

ciass into an elaborate hierarchy of subgraphs, each with
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its own set of identifying rules. But this approach was not
transferrable to the new class, apparently becausce the nass
spectroretry of ethers fcllows a different pattern. By the
tire we had defined rules for C-0-C, CH2=-0-CI'2, CH3-C-CH2,
CH3-CH2-0-CH2 we were no lorger able to make sound
inferences. Thus it was necessary to start at the beyginning
and define a less hierarchical, broader and smaller set of

ether subgraphs.

Tyrically it has taken weeks of interaction with a
chemist at a console to proceed past the first two
difficulties never Xnowing whether we were making a false
start. However, the iterative process itself is not
finished when a set of rules is found which seems to "do the
right thing". Because of the number and the complexity of
the subgraphs we often run into trouble because we d0 not
have the patience to grind out ;he conseguences of the
inferences which the planning phase makes. For nany
exanples of spectra our ruies excluded so mary subgraphs
that, even though the progran was properly instructed to put
a particular superatcn into every structure geperated, it
could not generate any structures at all. In these cases we
have had to weaken the identifying rules still more -- with
the result that we often let in incorrect classes of

molecules to insure that we never excluded the correct ones,

The end of the iterative process to establish planning

rules for a class of molecules cones when we have a seot of
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rules which correctly identifies substructures contained in
all availlable cxamnples cf mnass spectra for that class, P2.J.,
for all acyclic ethers. Similarly, the end of the procoss
to establish the deductive rules comes when the chemists
satisfy themsoelves that the predicted mass spectra agree in

significant respects to the published mass spectra of a

broad range of exanples.

It should be mentioned that we recoynize the need to

")

clear up the bottleneck of getting new information into th

45}

computer. Here, as elsevhere, many alternative designs are
open to us. TFor instance, we could get rid of the "amiddle
man" in the information transfer by educating a progranmer
in mass spectroscopy or by educating a cherist in LISP. Or
we could replace the middle wman with a progrem d2signed to
perform the same function as B (the layman/progranmner) in
the dialog above. TIn effect, we have been noving slowly in
all three of these directions at once. But what we would
nost like to pursue is the design of a progran to elicit
information from an expert who is not also a proygrammer,
{This ‘seenrs especially attractive to the real-life B,

needless to say.)

In nany areas cf science -- especially the rapidly
expanding frontier areas -- the rules which will someday he
incorporated into a unified theory exist only in an
uncodified morass of recent papers and unpublished notes,

and in the heads of researchers on the frontier, Becauss of
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the nunher and conplexity of the rules, they are ecasy to
forget, espocially so in a collection that is meséy. The
process of codifying this collection is thus Foth tedious
and iwportant. For this reason automation of the dialog is
of yeneral interest: B is not the only one vho stands to

gain.

Because B's function is more than translating fron
chemical lanjuage to LISP, the program must he pore thanp a
compiler. Uriting the conpiler and, before that, designing
a rich enough chenical 1anguage seem unavoidable in the
genaral problewm. B does even more than an interactive
compiler which asks for clarifications of statenents. R
also asks guestions to fill in Japs, he uses analogies {and
occasionally even sees one) , he constructs possible
counter-examples, and he puts new information into all parts

of the system which can use it.

Fach one of these additional functions adds another
level of conplexity to the problem of autonrating the dialog.
Yet the language of any particular science ray be
sufficiently formal and constrained that the whole problen
15 still tractable. In our task area these problens may be
as well in hand as anywhere. The next fou rerarks will
briefly show how they are manifested in the DENDRAL systen.
B's experience has been that the expert can easily overloonk
a logical possibility, for example, one of all possible

pernutations of carbon, hydrogen and nitrogen atons in a



terminal radical. Pecause of the exhaustive Structure
Generator within the pregram -- in fact, at the heart of the
program ~- it is possible %o enumgrate all structures within
a specified class. Thuse it is possible to use a program to
check for gaps in any list of structures provided by a
chenist. An inportant hut norn-trivial problemw, then, is
finding heuristics which will select "intereéting” missing
structures, that is, structures the chemist would like to

know he nmnissed.

Frejuently the discussion of a new functional group
will call in analogies with what has been discussed hefore.
"Amines are like ethers", was one specific remark that B had
to make sense of; a snart program should at least know what
questions to ask to make sense of the analogy. It vill take
a much smarter projran to recognize these analogies itself.
The point is that the dialog will move much faster if the

program can at least usc analogical information.

Constructing counter—exanples may often require a
thorouyh understanding of the theory. But B has been of
some help to A even though he has only a little knowledgz of
rass spectrometry. The dialog program might easily watch to
see what kinds of cases the expert needs to patch up. This
strategy now leads B to ask "But what about the methyl
case?" for every set of rules that doesn't explicitly
consider wmethyls. And, surprisingly, this reminder is often

helpful.
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Finally, the "middle man" in the process is sonetives
expected to put picces of theory in appropriate places of
the program, and sonetines to shift irnforration from one
place to another. ©Thae difficulty here, of course, is that
different parts of the pregram reguire different
representations of the knowledge: the planning phase is
written in terms of transforming spectral lines into
structural pieces while the Predictor is written for
transforming structural pieces into spectral lines. As the
theory becones nore ccmplex anld as the representations
diverge, it bhecomes more dAifficult to assess the consistency
of the different representations.  Hunman intelligence now
decides the cuestions of where to put new information, how
to represent it, and how to make it consistent with other
statements. Thesc gquestions will be discussed in the next
section. Let it suffice here to say that a dialog routine
cannot be blinéd to how and where the information will be

.

usel.

In sum, cliciting a theory frou an expert is a tedious
process that is worth automating. It has heer our key to
the wealth of knowledge not yet accessible in texthook
packages. And it has benzfited the scientist since it
provides a nmcans of codifying a loose collection of
empirical generalizations into a theory. Automating half of
the information transfer should add confidence in results as

well as speed to the process. Our concern is not so nuck



building a prograr which teaches itsell mass spectropetry as

building once which has the capacity to ba taught,

pant IT1: GERERAL PROBLEMS OF DESIGY, SEARCH, AND

¥

RUEPRIESENTATION

Behind the discussiou of the information transfer
process is the unguestioned assunption that the performance
of the lHeuristic DINDPRAL system depends critically on the
amount of knowledge it has about mass spectroretry. Thus it
is necessary to be able tc add more and more theory to the

progran in the easiest pos

'J)

sihle way —-- throughb some such

process as the dialeg just discussed.

In acdiition to the amount of inforration the systenr
has, the performance of the system also depends upon how and
when that information is used during the problem solving
process. ¥riting a progran to use the theory of rass
spectroretry presupposes making a choice about how and where

to reference the theory. That is, it presupposes choosin

O
\Q

one design for the systen over others, choosing an efficiant
search strateqgy, and chceosing appropriate representations

for the theory.

in systers scicnce the best design is the one wvhich
maximizes the stated cbijective function. Thus an objective

function provides a reasure of performance for any design of



the systoen, when the Function is availabloe, nfortunratoely,

there 1s n epistenological theor which allows us to define
Yy

£

one objective function and alter the design of Heuristic

DENDRAZI, systematically to bring its level of Performance
closer and closer to¢ the objective. Our criteria for
evaluating the perfornance of tha System are admittedly
intuitive: we say that a design, nanifested in a computar
brojgram, is better the less time the prograr takes, the more
compact the program is, and the nore problems it can solve.
{(Also, an intuitive concept of elegance may lie belov the

perfornance measure as a means of judging between prograns

wvhich seen to perforn equally vell with respect to the other

The larger problem of designing the systen efficiently
cannot be igynored by anyone writing complex computer
prograns. But design juestions involve more than just
Projramrming considerations. As with other large prograns,
Heuristic DIVDRAL is broken into segments, with each segment
expected to contribute to the solution of the whole prohlemnm
in such a way that the Prerformance of the entire system is
efficient over a broad class of problems. If we were givean
just one Jesiyn to inplenent on a computer, the guestions
would be questions of coding and running cfficiency. But we
have heen forced to realize that our first choicz of design
was not the hest one after all, that we must concern
ourselves wi£H choosing among all possible designs for

systems which perforn thke same task.
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Apart fron the fact that no completely ssatislactory
measure of perlorwmance is forthcoming, there remains a
problen of relatinyg the performance of the components of the
systen with the perforuwance of the whole systen., In sore
systeums the parts are coampletely independent; thus
maximizing the performance of each part results in
maximizing the performance of the vhole system. But in the
case of this progranm, as in other complex systers, the
components are so interralated that the best total systen is
different from a collection of the "best" independent parts,
hecause the measur2 of each part's contribution must bring

in the goals of the other parts.

The probler of where to put theoretical knowledge into
the system is one aspect of the design problem which is of
particular interest to us. There are several couponents of
this system which wight profit from access to the theory of
mass spoectronetry if we chose to represcent the theory
suitably for each part. But we nust balance henefits to a
part of the systen against cost to the whole system. For
exanple, the addition of theory to the planninyg stage -
increases its contribution, and bhenefits the total systenm,
as mentioned earliar, with only a small increase in program
space. Approxinately three-guarters of a second spent
scanninyg the data to make a rough plan resulted in the
saving of ten or more minutes of computer time in the

successive stages of the program. By our intuitive peasures
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of good performance, we took +that as an improvement, as long
as the reliability of tre later Parts was not undermined by
hasty planning. ffovever, in the case where we gava the
plannin¢g procram indentifyinj conditions for thirty anmipe
subjraphs we did run into serious time trouble, but not
where we expected it., Ve expected trouble to show‘up in 3
slow-down of the planning prograr, when i+ showed up at all.
But in the amine case, the slow-down came in the generator
because of the nunber of generation constraints added by the
planning program: +three to eight subgraphs, typically,
would be added to Goodlist and the rest of the thirty
subyraphs added to Radlist. The gernerator just had too auch
information to process. Our solution was to reduce tho
number of Badlist additions, since (a) this was the major
source of trouble in the generator, and (b) we could be
assured that we never deleteqd correct ansvers this way.
Althoujh we did increase the runber of wrong answvers fronm
the generator, they would be ruled out when the predictive

theory of nmass spectremetry was applied later.

Woven through the pattern of alternative desiqgns for
the system are alternative search strategies wvhich are
availahle to the systen 1esigners. In the designs actually
programmed, the over-all search strategy has bheen to define

a subspace, generate all hypotheses in that subspace, and

y

or

test each. But at least tvo different strategics are
available to the pregram: (A) test each node in the subspace

durinyg generation (i.e., test partial hypotheses), and (B)
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generate one candidate hyrothesis then use a GPS-1like
difference-reducing strategy to gencrate better hypotheses.
Both of these alternatives will be discussed as a means of
bringing out scme of our design problens, and as a veak

reans of "dustifying the strategy used in the program.
J i $|

The alternative strategy (A) has, in fact, been trieid
in one version of the program with only incomplete results
so far. In the sinmplest application of this strategy, the
generator consults the deductive theory at each node in the
generation tree to determine whether the data indicate that
an unproductive branch has just been initiated. That is,
the theory is consulted to determine which partial
hypotheses are not worth expanding. Unproductive hrauches
are pruned, another node is added to each partial
hypotheses, and the test is repeated. For exanple, part way
down the search tree one branch (partial hypothesis) night
be an oxygen atom with unhranched carbhon atoms on either
side (-CH2 - 0 = Cl2~), and the next move for the generator
might be to attach a terminal carbon to one of the carbons
resulting in the partial hvpothesis -CH2 - 0 - CH2 - CH3.
Consulting the theory will tell the generator that this is a
fruitful branch only if the data contains peaks at 59 and
the molecular weight minus 15 (4-15), otherwise the Lranch
would be pruned at this point. Because of the large nurher
of nodes in ‘the unconstrained hypothesis space, it was
quickly evident that this strategy could be applied in this

simple way only when the planning phase had indicated a
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relatively small Subspace.

One reason why this alternative strateyy (A)y will not
work well in this task arca is that the theory of mass
spectrowmetry in the progran, as in the heads of chepists, is
highly context depenident. The theory can say very little
about the bhehavior of isolated atoms or small groups of
atoms in the mass spectrometer without knowing their
envircnment in the molecule. An ethyl group, (CH3~-CH2~) for
instance, usually produces some small peaks in the spectrun
at nasses 29 and M-29, but when it is adjacent to a keto
radical (C=0) it will produce strong M-29 and 29 pears
(depending, of course, cn the structure attached to the
other side of the Xeto radical). %hen an ethyl is attacheg
to an oxygen in an etler (CH3-CH2-0-) , on the other hand,
the theory predicts a peak at M-15 but not at N-29, and no
Ppeak at mass 29. Jcro imrortantly, the theory can say vary
little about pieces of Structure which do not contain at
least one terminus, BRut the canons of structure gencration
begin with a node at the center of the structure, working
down toward the ternmini. The theory can say aluost nothing,
for example, about a chain of carbon atoms in the centor of
a mrolecule without xnowing what is at the ends of the chain,

In short, it must know the context.

For any class of problems where it is difficult to

validate partial hypotheses, the node-by-node search

strategy is rot the hast of alternatives. The current



design with nc theory used inside the generator {and thus no

node-by-noda testing) is superior to the node~-by-node test

-

-

strategy with respect to confidence, and alrost certainly
with respect to time.* Only after branches of the search
tree terminate, i.e., when conplete chenmical structures are
generatel, can the theory he called with confidence; fot
only then is the context of each pilece of the nolecule
completely; determined. But the intermediate calls to the
theory will then either he incorrect or a waste of tine.

% Those farmiliar with earlier versions of the Heuristic
DENDRAL systen may recall that a rough deductive test was
once applied at each nod=, using what we called the
"zero-order theory of mass spectrometry". The simplicity of
the tests was both the beauty and the downfall of the
zero-order theory. 3Because it was not a conplex theory, the
test was very cheap, and thus could be applied to every
node. Dut it was such an oversiweplified theory that it very
often returned incorrect ansvwers to the tests. We have not
abandonad hope of findinj. heuristics which irdicate
circurStances under which cheap tests are reliable. We are
also asking ourselves how to call the complex theory
efficiently, as describel in (A1) and (A2) of the text to
follow. Just asking guestions of this sort, and asking hov
to incorporate their answers (if found) into the LIS?
progjram, jincidentally, have led to a successful
reformulation of the prcgram. The new code, designed to

allow reference to a nore general theory than the zero-orier



theory, runs about *wice as fast with bout three-fourths
X
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the nuunbrer of instructions.

Adding one or both of two levels of complexity to ths
node-by-node testing strategy (a), however, mnay make it
competetive with the current test—at—thOfend'stratﬁgy for
our problem., First, we car add some meta-theory to the
testing routine or, second, we can reoryganize the generator
to nake the theoretically significant nodes cone at the top

of the generation treeo.

(A1)  Adding neta-theory to the testing routine is
relatively simple since it is possible to say a priori that
the theory itselfs is uninformative or perhaps misleading on
certain classes of partial structures. Thus the first tost
on a partial hypothesis is to determine vhether the theory
can say anything about it =- whether this partial hypothesis
warrants the expense of calling the full deductive theorv,
In this way, the number of calls to the theory is
considerably reduced. The moral seens to be that a little

heta-thecory qgoes a long way.

(A2) FReorganizing the Structure Generator is a seconad
way to maximize the pruring ability of the deductive theory
in node~-by-node chacking., As mentioned ecarlier, the canorns

Y

of generation initiate each structure at the center so that

generation is from the center out to the terwini. So in



rost cases near the beginning of the gesneration process the
testing routine provides no inforpation which allows
pruning. Tosting begings to pay off only after ternination
of one of the braunches of the partial structure. By
starting the generator at a terninal aton (instead of at a
central atoi) the deductive theory could often pruné vary
effectively at the top of the search trec where it is most
desirable. One reason why we have not pursued this
stfategy, however, is that we now have no way to decide
which end of the structure will make the rost informative
termial radicals. In tlhose cases where the oxygen of an
ether molecule, for exanmple, lies close to one end and far
from the others, as in CHB—CHZ;O~CHZ—CH2-CH2—CH2-CHB, the
savings would he positive for the termial atonm near the

oxygen, but negative for the other choice.

(B) Another completely different search strategy which
the program right have used is a GPS-like difference
raducing strateygy, mhentioned ahove as the second alternative
to the current test—ai-the-eond strategy. The Structurce
Generator could construct any molecule as an initial
hypothesis -- preferably within sowe constraints set by a
smart planning program —- and the rest of the time would be
spent finding differences between the predicted and actual
pass spectra and then reducing those differences by changing
the structure of the canlidate. Chenists find this
suyyestion attractive because they use somewhat the sane

strateqgy in analyzing mess spectra, since they are vithout
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the beneflit of an exhaustive generator.  lowvever, they have
becen unable to articulate 4 reasure of progess toward ths
yoal or a descripticn of the process of finding relevant

differencaes,

Another reason the Gpg strategy does not fit our
probler is that unless the program keeps a precise record of
hypotheses alr=ady considered, it will have trouble avoiding
loops. The structural changes would be pade in pieces, in
Lesponse to the salient differences at any level. Thus it
is guite likely that a fequence of changes, each meant to
reduce one of a set of differences, would soon ba in a loop
because changing one piece of structure to reduce the one
difference might well introduce other differences in the

mass spoctra.

Another important reason why the GPS framework is not
suited for this problem is that the chenmist does not

hecessarily work incromentally toward the goal, as GPS d»

)
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He may add a feature to the hypothesis at one stage which
seens to introduce nore differences than it reduces. And
then, because of that, he may finish the problenm in a few
swift strokes. For example, shifting the bosition of a
functional group in a candidate noleocule may explain sone
buzzling spectral lines hut introduce puzzles about other
lines that the previous structure had explained. This
strateqgy of tenporarily retreating from the goal, so to

Speak, is also comnon in synthetic chenmistry and in theosrenm



vroving. In both cases, expressions (or molacules) are
introduced at one stage which are more corplex than the one
at the previous stap, because the remainder of the
problem-solving activity is thﬁs simplified. In other
words, there are certain problems for which step-by-step
movenent toward a goal is not the best strateqgy; nrass

spectrum analysis appears to be one of then.

Although the two alternative search strategies A and B
introduce new difficulties, modifying the current strategy
may well improve the progranm without addirg serious
problens. One extreme is to use a powerful enough theory in

‘the planning stage to produce only a single unanbiguous

prd

hypothesis. That is, plan the hypothesis generation process
so carefully in light of data and theory that just one
structure neets the constraints. This means adding much
more new theory to thke planning program. The planuning stage
now has a table of interesting and relatively comiron
subjyraphs each coupled with a set of identifying conditions.
Pieces of structure for which the theory has too little
context to identify their presence or absence are left out
of the table entirely. The rest of the table is organizel

hierarchically.

However, using a povserful enough theory redguires
enumerating whole nmolecules (because the theory cannot he
applied unambiguously to pieces of molecules out of the

total context), resultiny in an enumeration which vould be



far too large to catalng or search. On tho o*her hand,
enumnerating subgranhs -- or pleces of molecules -- in a much

more manageahle list leaves arbignities in the ways the

«
.

rleces ¢an bhe put toyether in a complete rolecule. That is,
if we want to plan carefully enough to isolate exactly one
structure for any nuwmber of ators, the entries in the table
must specify the total context for each piece of structure.
In this case the planning prograw must do a table look-up on
spectrun-molecule pairs, obviating the need for the
Structure Generator or Predictor at all. {Much work in the
application of conputers *o analytic chenistry has this
flavor.) Cataloging anything less than whole structures
will result in looser constraints, since sone contextual
information pust be omitted, and thus will result in
generating more than one whole structure in those cases
where there is wrore than one way to put the identified

pleces together.

¥hile we cannot ricoronsly justify our iesign
decisions, and in particular our decision to use one search
Strategy over another, we have heen able to explore sane
alternative designs, Perhaps nore irportantly, we have
found that the Heuristic DENDRAL system is fertile ground

for exploring these general problens,

Anotrer class of problems which the systen forces on us
has been called YThe Representation Problem™., There appear

to be several problems under this rubric: choosing a



convenient representaticn for the theory, deciding when to
proliferate ﬁepresgutations, deciding vwhen two
representations are consistent, and switching {rom one
representation to snother. done of these appears to warrant
the title 'the probhlem of representation' any nore than the
others; they all rejuire solution in any syshen whiclh adrits

any of then.

Initially, the only theory of rass spectronetry of anvy
cemplexity in the program was the deductive theory in the
predictor. “he most crucial aspect of the representation
problem at that time -~ ani probably the onrly aspect we saw
-- was choosing a convenient representation. And then,
also, we held a sinplistic view of what made a
representation convenient. We meant, roughly, a

representation that was easy to code and vwrite progranms for.

since tren it has becone obvious that convenience is

also conditional on the persons adding statements to the

dd

theory, as discussed in the second section. For the sake of
communicating with the expert, for example, it nay be
necessary to cast tha theory in terns of bonds and atoms 3t
the level of the diélog, but then transfer those statencents
to a representation in terws of electron clouds and charge
localization for the efficient operation of the prograu.
That is, there may be a neced for two represcntations even

though there is only one theory. #ith only one

representation it is very possible that either comaunication
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With the expert or execution of the program vwill bocone
cambersome. On the other band, separating the intornal
Lepresentation fronm the one which is convenient for
communication makes it more difficult to find nistakes in

the prograr and to explain mistakes to the expert who must

ultirmately correct then.

dith the addition cf planning to the program, it was
expedient to introduce a ney representation of nass
Spectroretry theory which could be easily read by the
bPlanning program. Tven though all of the information was
already in the Predictort's theory, it was not in a form
wvhich could bhe @easily used for planning. For example, the
Predictor's theory indicates that a Pair of peaks ({at least
one of wvhich is high) will appear in the nass spectra of
ketones as a result of breaks on either side of the keto
(C=0) group. Thus, because of the app=arance of C=0 (mass
28) in each resulting fragment, the pPeaks will add up to the
molecular weight pPlus 28, The theory in the planning
Projram also knows this, but it uses the theory in reverse,
The planning Progran looks for a pair of beaks in the daty
(at least one of which is high) which sum to 1i+28 as a
tecessary condition for the appearance of the keto group.,
That is, the Predictor Uses structural information to infar
pieces of “he bar jgraph, while the pPlanning prograr uses har

graph information to infer pPieces of structure.

Duplication of information mAay be the preferred means
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to processine efficiency, even at an obvious cost in space,
as it almost'cattainly is in this case where conditionals
are read left to right in the ppediction (leductive) phase
and re-represcntaticns are read the other way in the
planning phase, IZIven Rore critical than the space Vs
processing time question, though, is the guestion of
consistency. The system has no way of checkipg its oun
theories for inconsistercies. Worrying about the
consistency of different representations of the theory may
be considered a waste of tiﬁe, but ve see this as a serious
jssue becausce of the complexity of the body of knowledge
about wmass spectrcmetry. We even have to be careful now
Jith the internal consistency of each representation because
5f complexity. For exanmple, the rules of the planning
prograr have occasionally put a subgraph on Goodlist and a
nore general form of that subgraph on Badlist: to say
something like "this is an ethyl kctone but it is not a
ketone". Our solution to this particular problen avoids the
consistency issue by allowing the planning prograr to check
only as far as the first "no" ansver in the family tree. In
general, however, because of the complexity of the theory vwe
are not confident that the prograns are internally

consistent, let alone consistent with each other.

The consistency problen would evaporate if there vere
just one repltescentation of the theory which could be read by
all parts of the system which use the theory. But it may bhe

unreasonable to expect to find one representation which is
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suitable for a1l JLAEPOSes.  Another solution io the
consistoncy question s to add either (1) a progran which
can read both Fepresentations of the theory to checl for
inéonsistencies, or (2) a different Pepresenrtation to which
rodifications will he made and a Prograr which writes the
other tvo tepresantations frop the third after each set of
changes. at the least the consistency of the whole systen

can be checkeq enpirically by running exarnples. It may weall

be that tn

'_n

S 1s also the hest that can bhe done; there Ray he
no logical preof of consistency for this vaguely stated body

&)

[

I knowiedge, 1In any casse, the system should e designed in
Such a way that the ¢pportunities for introducing

inconsistencioes are minimized.

If the consistency vroblem is disnissed by disposing of
all but one representation of the theory in a System, thepn
the problews of Iepresentation bhecone vacuous Ffor that
system. When difforent representations of the sanpe boly »of
knowledye remain, however, it is possikle that switching
from one to anotier inside the Program will he desirable.
In this systenm, for instance, it would he very desirable to
be able to move inforration automatically from the
Predictortg Conrplex theory of mass Spectroretry to the
planning proyraa's theory. The convenience arad consistenay
questions just nentionaq have directeqd attention to the
benefits of switching representations.  There are at least
two ways of cabrying it out here. Tirst, an® pore

generally, if the theory wera suitably revresented, for
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example in a table, a program counld conceivahbly nmove pieces
of information from once nlace to another making appropriate
transformations on the way. This is very aifficult for any
conplex body of knowledgs, though, since it is difficult to
put it into a perspicuouns Form and to write a prograu which
can interpret it. The less general way- of noving nass
spectrometrty theory frem Predictor to Preliminary Inference
Maker also appears slightly less difficult. Irn effect, the
, 1

prograr can be asked to perform a "Gedanker experinent",
i.e., to pose guestions about mass spectrometry and ansver
them itself without outside help. The progran already has
almost all the necessary eguipment for such an experiment.
The wmajor power of the idea is that there is alrcady a
systenatic Structure Generator for producing the instances

-

of molecules of any class, for example, all rethyl ketones.

Moreover, the Structure Generator can also produce the
exenplars, or superatonrs, ;hich define the class. The
Predictor tells what happens to each particular molecule in
tle mass spectrometer. All that remains is a progran to
classify the predicted mass spectra and find the concon
spectral features. These features are just what the
planning program needs to identify the class. In this way

the Predictor's theory is transferrable to the planning

prograti.

Fuch of -our current effort is directed to just these
points: set up one central theory which the expert nodifies

and automatically move the new information to appropriate
rs i
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places. This efrort requires much teprogramming, sope of
which is described in the next part of the paper, it
reviires improving the compunication with experts as
describad in the second part, and it reqguires ansvering the

critical d2sign questions Just discussed,

PART TV: TASBLT DRIVAY PROGRAXS AND RECENT
EROGRANMNING CHANGES TN HEORISTTC DIENDRAT

Parts I3 and IIT have discussed the prohlens of
obtaining and Feprasenting scientific theories for a
computer progran. Pesigring the actual computer programs to
acc2ss the theory is ancther problem, which, forturately,
sSeens easiar to solve than the others. The general
pregramningy approach, adopted after several trials, is
summed up in the phrase "table driven program"., The ideax

is to separate the theory from the progran which works with

.

the theory by putting specific items of theory on lists anAd
in global variahles. Changing the theory, then, involves
little actual re=prograrming. This allows experirents to be
carried out with different versions of the theory, a very
usefnl feature when dealing with a subject which is as

uncodified as mass spectrcmetry,

* This idea is worked out in detail in Dorald Yaterman's

rogram to Jearn the heuristics of draw poker 10).
dJ



A. The first of the DEMDRAL projgrams to be written as a
table drive:n vrogran was the planning prograw (Preliminary
Inferencs Maker) which bases post of its operation on a list
of nares and their asscciated properties. The planter has a
list of Ffunctional qroups and subgroups arranced ik farily
hierarchics, e.g., {A) ketone, {A1) methyl-ketone, {A2)
ethyl-ketone, etc., Associated with each group and subgroup
is a set of identifying conditions. The prouranm picks the
first main functional group on its list and checks its
identifying conditiocns against the given mass spectrun, e.g.
for the subyroup c2i5 - €C=0 - Cli2 - C - Cli, we have X1 +
X2 = M + 28 (alpha cleavage) and 72 high (ficLafferty

rearrangement). TEf any condition fails to be satisfied, the

N

group anl all its subgroups are ruled ount - their structures
are put on Radlist. TIf all conditions are satisficd, the
structure of this jroup is put on Goodlist - a list of
preferred subgraphs. Then subgroups will be checked in a
similar way. All groups known to the prograr are thus
considercd either explicitly or implicitly. HMNodifying
either *he list of subgroups or their properties will
Arastically affect the hehavior of the prograr. Yet ail the

theory of rass spectrometry in this program is containad in

one or the other place.

B. The Structure Generater prograk has been table driven
to a small extent; in particular, three lists, Orderlist,

Badlist, and Goodlist, function as tables wvhich jetermine

._[1_6.,



the structares which will be generated and their ordor,

Orderlist contaias a list of all chemical atons which tho

Program can use. Bach aton has propoertices such as valence,
welght, symnetries, otc. Removing an ator fron Orderlist

[fectively renoves it fropn the domain of the Structure
Generator. Tha relative order of atoms on Orderlist
determines, to a small extent, the order of structures in
the output list, nDadlist is another tahle which controls
output of the Structure Generator. If Badlist is nil, all
topolojically possible structures will appear. Otherwise,
any structure containing one of the Badlist subgraphs is
pruned from the generatjion tree as soon as the DBadlist iten
first appears. This do0es not change the generating
Sequence, but rather eliminates structures frown the
unfiltercd output list. Goodlist serves two purposes: it
can determinve the order ip which structures are generated
and it can limit generation to a specified class of
Structures. Those structures containing preferred
substructures present on Goodlist will be generated first,
while structures containipg none of the preferra?
substructures will he generated last or not at all if

generation is to be linited.

ry

One of the basic problems inherent in the Structures

Generator, however, has been its rigid insistence on

following the canons of DENDRAL order as they existed four
BLY

years ago when the program vas written. Thesce canons

Specified the canonical form of a structure, and thus the



inplicit generating sejuence, by stating the following

rules:

Count, uegfeo, apical node, and afferent link are the
attributes in decreasing order of irportance.
1 is lowest count, increasing integer values arve bighor
The value of apical nodes follows Orderlist, usually
C <N <0<P < S, with superatons add=d at the eni
1 is minimum dejree, the highest degree is the naximun
valence of all the atons on Orderlist)
1 is the ninimum link, 3 is the highest link
These specifications vere progfammed'into the Structure
Generator LISP code in such a widespread way that changing
even the allowable ranges for attributes (let alone trying
to chang= the order of attributes) required many separate
small programming changes. Thus, it vas iifficult to
determine all the places to change the code whenever even
slight variations of generating strateyy were desired.

The Trigidity of the program in this respect made it
very difficult to chanye the generating order for
structuraes. It hal occasionally been suggested that
non-bLranching structures should be given preference, but
such a suggestion was Jifficult to implenent with the forzer
Structure Generator. This prohlem has now heen overcoas 0y

a substantial reworking of the Structure Generator progran.

N\ basic change in operating procedure wade this possible.

_1;3_



This is tho cvaluation, at each level of structure
generation where a node and link are picked ard recursion is
about to occur, of cach choice of partial structure, and i
conscequent ordering of choices in a plan list. The prograrm
follows the DIUDRAL carons through all values of node, link,
and deyraee and makes a plan list of all possible ways to ada
the next node to the energing structure. It orders thess
plans according to plausibility scores calculated by a
single LISP function. Some bPlans nay be eliminated because
of "implausibilityr, Only then does the recursion take
place, operating according to a single one of these plans,
and then the process is repeated for the next nole to be

added to the emerging structure.

The result of thig reorganization is a tremeundous
simplification of the gencerating algorithm. Tnstead o3
having six functions to generate the complete list of
structures, two are¢ now sufficient. OFf the six functions
{Genrad, dakerads, Upréd, Iplinknode, Upcompnode, angd
Updegnogde), only two remain. The other four, whose jobs
were to change a single structure, have disappeared.
Previously Genrad constructed the single "lowest" canonical
structure which could be nade fror an eapirical formula.
This structure had to be "incremented" by Uprad many times
in order to obtain the entire output list. 7The current
version of fGenrad does all this for itself and returns a

a
list of structures as its answver. Incidentally, this

reduced the size of the Structure Generator hy about 25%, a
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sulatantial savings; and cut exscution time about in half.

This reorjanization guickly caused us to notice that At

vould now ho relatrively easy to make the generator into an
L)

almost completely table driven progran, by putting the

DEUDRAL canons (attributes and their values) on a glohbal

’

list. ©his is now possihble because the canons are mainly
invoked by the function Genrad and only a few other utility
functions. The new idea is to form a global list of the
forn

({1ink 1 2 3) (node C ¥ 0) (degree 1 2 3 4))

which will be accessc@ during the process of making plans
about how to enlarge the structure that is being built. In
the exauple of the list above, the link is the lrast
important attribute, and 1 is its least value; thus link=1
is always the firs* thing to he tried in generating
structures. If, for scre reason, it was felt that highly
pranched structures with heteroatoms (non-carbon atoms) near
the center of the structﬁre werc the most likely, the

revised forn of this global 1list might appear as
({degrec 4 3 2 1) (node O H C) {1ink 1 2 3))

-

or if desired, unbranched structures could he elininated
r

entirely hy rTevising the list as

{(degree 4 3 2) (nod2 © N C) (link 1T 2 3)).



This taltle Ariven Program will havae great use Whenevar
some data or sone chemist's special application indicatae
that structure genoration should he limited to a very

specilalized class of structures,

C. The Predictor Frogram is currently being revised in the
form of a table driven Program. This will perpit a great
simplification in the process of adding new chenical theory,
as well as making the progran easier to understand and
¢orrect. One large part of the effort of re-programming the
Predictor is in svitching representations of structures.
Previously, thres different representgtious of structurss
had existed there: +he list notation which is characteristic
of the Structure -Generator (and the graph matching algorithn
vhich the Predictor inherited), a variant cf the list
notatior witth unigue numhers assigned to the nodes of tha
graph, and a connection list representation of structures,
In the connecticn list Lepresentation the uniqgue names of
nodes arec stored azs global LISP atonms with pProperties
declaring the bondsg coming to and from each aton. Five
reasons are giveu for switching to a complete conrection

list representation in the Predictor:

1. Kecp the legal nove generator sinmple..
The primary nmotivation for using connection iists was to
- l
represent lronds uniquely, because the legal move generator

in the Predictor is of +he form "nove to the next bond anj
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decide whether it breaks.™ In the connection list, the
directedness bf acvclic chenical graphs is naintained with
separate indicators for the links to other nodes and the oune
link fron ano*her node. The 1list of links under the "fron®
indicator for all noies, then, is a conplete and irredundsnt
list of the links in the graph. The list notation puts
bonds and atoms in a hierarchy which makes this process

difficult.

2. Represent fragments uniformly.

Since the Predictor sonetimes needs to know what was
connected to a new fragment over the broken bonrd, it vas
nacessary to keep track of the names of the atons connactead
byAthat hond. S0 connection lists vere necessary even whan
the list structure of a fragment was availlable. DBut the
cornection list representation of structures alone is

sufficient for these parposes.

3. Avoid building up and tearing apart list structures.

All connzctions are represented once and for all in the
connection lists; temporary changes, e.g. the result of
removing an atom and breaking a bond, can be representad by
temporarily "pushing down' the appropriate properties.
Previously, the Predictor built new list structures for each
primary cleavage result and for cach result of
rearrangexents. Then cach of these had to bhe searched for
such features as the number of doukle bonds one or two honds

removed from any atom in the structure. Even the connon
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function of As514n1ing a 2ass nunbor to a fragnent was Ressy
in the list structurn, partiy bacause of the branching 13ist

P

structure and Partly because the nuwbor of implicit

hydrogens ir the 1jist structure had to bhoe calculated each

time,

4. Speed up grapl matching,

In the Predictor, atecms in the list structure needegd
node numnbers in order to S$pecify the places at which a match
occurred.  This was essential because the secondary
Processes being nodeled in the Predictor affect specific
atoms. And the structure of the result is important bhecause
the result is itselsf checked for inportant subgraphs.
Besides adding nolde nunbers to the atonms in the list, it was
also essential to Put all hydrogen atoms into the list
explicitly cach time a naw fragment was produced. Hydrogen
atoms are often irportant conﬁitigns for the occurrence of
sacondary processes. So the list structure was no longer
€asy to search with the rodified graph natching algorithm of
the Structure Generator. A new alcorithm has besan Written

for the connection list representation.

5. Pepresent rings in the sane rotation as trees.

Since cirvcular lists aro generally urdesirable, a
fragnent containing a ring could not be rbpresented in the
Sanhe way as an acyclic fragment, Thus the functions which
searched for structural features could not he the same in

both cascs. Adding one additional property to show the
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links which makre the acyelic structure into a cycle allow us

to retain a list of unigue bhonds. At the sane tiwme, we can

still find all connoctions for any atowm guickly.

D. Interaction and interdependience of the three
sub-prograns of Heuristic DENDRAL mnust also be considered
when writing and revising these computer programs. Because
of the size of the combined programs, it is more practical
to run them separately than to run them together. One
supervisor takes care of the interaction by having each
sub-program write an output file which is then the input
file for the next phase of program operation. The
Preliminary Inference laker writes the file containing tha
enpirical formula and the Goodlist and Radlist to bhe used hy
the Structure Generator. That prbgram, in turn, reads this
file, an? writes another file containing the single output
l1ist of structures which it generates according to the
Goodlist and Radiist shecificationé. The Predictor, then,
reads this file to oktain its input, and calculates a 1aSs
spectrur for each structure in the file. Tf other tests
such as an MHR pr@dicticn are to be rade on the candidate
structures, the supervisor interfaces the appropriate

projran to these others in the same way.

AMlthough it is painful to rewrite a set of progranms as

larce as those in Heuristic DENDRAL, the cost of nodifying
3 4



old prograns sceus to increoase Sharply as the nusher of poaw

R 5
i

ideas increases.  The plaimary motivation for completely
revriting large perticns of the LISP code is to increase the
program's flexihility., ~he major emphasis is on separating

the chenical theory and heuristics Fron the rest of the code

by putting cherical informaticn into tables,

PART V: CONCLUSICY

A few general points of strategy have cnerqged fron the
J E 9y
DEINDRAL effort for desigring a progran which will explain
picces of eumpirical data., ¥ith regard to the theoretical

knowledge of the task domain in the prograr, we helieve that

the following six considerations are important.,

(1) corviuiouy REPRESFENTATION. As discussed in Part Two,
the effort of eliciting a theory from an expart can be
alleviated by choosing a represantation of the theory in
which he can converse easily. Although this may not bhe the
best representation for internal PLOCESSIng, our experience

ous to write interface routines

s
b
ot
[N

kas been that it is ox resd
between the communication language and the internal one,
rather than force the expert to converse in the schepe which
suits the wachine. This is also preferable to forcing thrse

nachire to carry on itg problem solving in the framevork of

the dialog,



(2) URIFIED THROZY, For reasons of coansistency, the
theory (or set ol facts, or axiors) shounld be collectel 1n
one place in the program, with mod ifications nade to this
unified collection. This is compatihle with having
different representations of the theory for different
applications, if this 1is desirabdle, as long as there are
lines of communication between the special‘representations
and the central one. If changes to the theory must he made
by hand to every special representation there is a strong
possibility that inconsistencies will be introduced bhetween
two representations which are intended to he eguivalent.
Having just one central theory to change from the outside

will greatly reduce this possibility.

(3) PLAHNTING. Tn this progran there is no question of
the desirability of using some knowledge of the task domain,
mass spectromeiry, to construct a plan for hypothesis
generation. However, it is.not clear how much knowledge to
use nor where to use that knowledye. Our one experience
with using too much knowlédge in the planning stage, when we
were using 31 amine (nitrogen-containing) subgraphs,
indjcated that the planning stage could accomodlate a great
number of rules; hut the generator was the part which hecane
overburdened. This is cnly one exanple of the prohlems

caused by the lack of a meta-theory for systen design.

(4) DEDUCTIVE TFST

w

. Despite the efficacy'of the

planning stage, there renain anbiguities in the data which



cannot casily he resolvéﬁ prospactively. In task areas suych
‘herse testing at each nods in the search Space
is ngt feasible, daductive tests or the terniral nodes
bcecone espocially irportant., The Structure Generator often
constructs several structures consistent with the nlan
because the planping Stage does not refercnce an exhaustive
table of subhgraphs. Thus it is hecessary to bhring in
daductive tests upon specific hypotheses to resolve
ambiguities. The program deduces consequences of a

hypothesis (toyether with the theory) and looks at the

availahle data for confirration or disconfirmation.

(5) GENERATICYN OF PLANNING CiZs. Because the theory in
the planning phase is part of the more complex theory in the
Predictor it should te possihle to generate planning cues
Automatically frow the more comprehensive theory. Not only
does this relieve (if rnot remove) tle consistency worry, it
also opens the possihility of generating cues which might
not otherwvise have hecen neticed. Althougk onr owr work is
barely under way on this problea, the potential bencfits are
encouraging. In effect the program is asked to look at its
theory to say what would happen if structures of a specified
class were put in a wmass spectrometer. Tts answel 1s a set

of

1dentifying conditicons for structures of the given class.
Hitherto it has been necessary to gather experinental data
to answer this question, hut here exists the apparatus to

generate idertifyving rules independently of the laboratory

data.



{5) TABLY DPIVIN PROGUANS. Separating the theory fron
the routines which use it facilitates changing the theory
imyrove it, on the cne hard, or to experiment with
variations of it, on the other. Although erbedding the
theory in the prograum's LISP code increases running
efficiency, it secns more desirable, at this point, to
increase the progran's flexibility. In the Structure
Generator it is useful to be able to change the canons of
generation, In the Preliminary Tnference itaker, the
identifying rules for groups, as well as the groups
themselves, change frequently and so should he easily
manipulated. The éredictor's theory also needs modifying
freguently, which cannot casily be done if all the
theoretical statenmconts are scattered throughout the code.

complex body of kmowledge is rarely easy to modify with

to

confidence that the Tesult is accurate and consistent. But

the confidence should increase if the statenents of the

theory are at least separable from the rest of the program.

Altaough each cne of these gencral points provides

direction for future research, cach gives rise to nurerous

problens ranging frem global design, search and

representation problenms to minute programnming

15}

considerations. %e'lll know we are making progess 1n
artificial intellijence when we can look back on these

protlems and wonder why they seened difficult.



BIRLIOGRAPHY

(1) J. Lederberqg, 6. L. Sutherland, B. G. Puchanan, B. A.
Feigenbaum, a, V. Robertson, A. H. Duffield, and C.
Djerassi, "Applications of Artificial Intelligence for
Chemical Inference I. The Number of Possible Organic
Conmpounds: Acyclic Structures Containing C, i1, 0 and uv,
Journal of the dmerical Chenmical Society, 91:11 (H#ay 21,

1965) .

{(2) A. H. Duffielad, a. v. Robertson, C. Dijerassi, B. G.
Buchanan, G, IL. Sutherlani, E. 1. Feigenbaur, and J.
Lederbery, "aprlication of Artificial Intelligence for
Chemical Inference II. Interpretation of Low Resolution
Fass Spoctra of Retones"., Journal of the American Chemical

Society, 91:11 (fay 21, 1369),

(3) G. 5chroll, a. H. Duffield, C. Djerassi, B. G.
Buchanan, G. L. Sutherland, =#. A. Feigenbauwn, and J.
Lederberyg, "application of Artificial Intelligence for
Chemical Tuference IIIX. Aliphatic Fthers Diagnosed by Their
Low Resolution ass Spectra and EaR Data"., Journal of the

American Chenical 5cciety (in press).

- 59 -



(4) G. Sutherland, "a Family of LISP Prograuns's to appear
: : L . . F
in D. Bohrow (od), LISP Applications (Also Stantord

Artificial Irtelligence Project Newmo No. 820).

{(5) E. G. Buchanan, G. L. Sutherland, and I. B. Feigenhaum,
njjeuristic DIOWDRAL: A Prograwr for Generatiﬁg Fxplanatory
Hypotheses in Organic Chemistry". In Machine Intelligencs U
(3. Heltzer anl D. ¥ichie, eds) Edinburgh University Press

(1$69), (also Stanford Artificial Intelligence Project ileno

No. 62).

() C. W. Churchman and B. G. Buchanan, "On the Design of
Inductive Systems: Sowme Philosophical Problems™. British

Journal for the Philosophy of Science, (dutunmn 1969).

(7) J. Lederberg and F. A. Feigenbaum, "Hechanization of
Inductive Inference in COrganic Chemistry”, in B. Kleinmuntz
- [ 4
(ed) Fornal Represantations for Human Judgnent, {(¥iley,
1968) (also Stanford Artificial Intelligence Froiect HMenmo

No. 54).

(8) T. A. Feigenbaum, "Artificial Intelligerce: Theres in
the Second Decada". Proceedings of the ITIP68 International
Congress, Edinburgh, hugust 1968 (in press), (also Stanford

A

Artificial Intelligence Project liemo to. 67).

(9) J. Lederbery, “DFNDPAL-AH - A Systen for Computer

- /0 -



Construction, Znumeration ani Hotation of Organic Xolecules
as Tree Structures and Cyclic Graphs", (reports to UASA,

unpublished).

(10) D. A. Waterman, "Machine Learning of Heuristicsy, phLD
Dissertation (Stanford University Computer Science
Departient), {also Stanford Artificial Intelligence Projezt

Hemo No. 74),



